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Abstract 
Automatic Speech Recognition (ASR) has advanced to the point where state of the 

art speech recognition algorithms perform reasonably well even for large vocabulary 

continuous speech recognition in practical environments. Among speech recognition 

problems, feature extraction, which compresses a speech signal into streams of acoustical 

feature vectors, has become even more important for ASR since acoustical modeling 

methods have been well established and language modeling largely depends on the nature 

of the targeted language. The focus of this dissertation is the determination of effective 

speech features, where both spectral and temporal variations in speech are captured in a 

low dimensional representation, for speech recognition tasks.  

In this dissertation, a set of spectral-temporal features, namely Discrete Cosine 

Transform Coefficients (DCTCs) and Discrete Cosine Series Coefficients (DCSCs), is 

examined for the purpose of capturing both the spectral and temporal variations in 

speech. Experimental evaluations showed that temporal variations are also of great 

importance for speech recognition, especially using a long time context.  

Additionally, in order to reduce the limitations of the acoustical modeling based on 

Hidden Markov Models (HMMs), a neural network is utilized as a feature transformer to 

maximize the discrimination and lessen the correlation of the DCTC/DCSC features. The 

transformed features lead to a large improvement in the phoneme speech recognition 

based on the TIMIT database, especially when a small number of states and Gaussian 

mixtures are used for HMMs. 

The neural network feature transforms are viewed as two types of Nonlinear Discri-

minant Analysis (NLDA) methods for nonlinear dimensionality reduction of speech 
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features since high dimensional features considerably increase computation costs and 

greatly restrict performance improvement. The first method (NLDA1) uses the final 

outputs of the network to obtain dimensionality reduced features with the incorporation 

of the Principal Component Analysis (PCA) processing, while the second one (NLDA2) 

focuses on the middle layer outputs. The very high phone accuracy obtained with 

NLDA2 based on TIMIT database was 75.0% using a large number of network training 

iterations based on state-specific targets. 
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Chapter I Introduction 

1.1 Overview of Automatic Speech Recognition 

Speech is one of the most important ways for humans to communicate with each 

other, distribute information and acquire knowledge. There is a long history of research 

using machines to extend humans’ ability for processing speech ever since the invention 

of the telephone in the late 19th century [107]. Among speech processing techniques, 

Automatic Speech Recognition (ASR), an approach to convert spoken words into text 

with the aid of machines, has been the most challenging but attractive research topic 

[48,34,24,97]. In 1952, Bell Labs demonstrated the first automatic speech recognizer 

using analog circuits for the recognition of spoken digits over the telephone. In the initial 

recognition systems of the 1960s, filter banks were combined with dynamic programming 

to produce practical recognizers [70]. Most of the commercial ASR applications during 

this time period were based on custom special-purpose hardware and designed for the 

task of small vocabulary word recognition; for example, the vowel recognizer of Suzuki 

and Nakata [91], and the digit recognizer of NEC Laboratories were built this way [68]. 

In the 1970s, Linear Predictive Coding (LPC) was introduced as an efficient speech 

representation and soon emerged with a central role in speech recognition. ASR applica-

tions appearing in this period included Carnegie Mellon University’s Harpy [60] and 

IBM’s Voice-Activated Typewriter (VAT). The 1980s witnessed more development in 

speech recognition. MFCCs (Mel-Frequency Cepstral Coefficients) [17], which approx-

imate the human auditory system's response, replaced LPC and became a dominant 

speech representation, remaining so even in the present time. The fundamental approach 

of acoustical modeling in speech recognition was shifted from a template-based match to 



 

2 

 

statistical modeling with the advent of Hidden Markov Models (HMMs) [2,75,74]. Since 

their introduction, HMMs have been intensively investigated and have become one of the 

most successful techniques for acoustic modeling. As computers grew in power during 

the 1990s, numerous commercial continuous speech recognition systems for general 

purpose use were developed, for example, BBN’s BYBLOS [85] and SRI’s DECIPHER 

[67]. As alternative approaches to HMMs, Neural Networks (NNs) and Support Vector 

Machines (SVMs) [11] were introduced, but their limitations, such as the difficulty in 

handling temporal variation, were also revealed [70].  

Since the 1990s, ASR has been largely implemented in software and a number of 

toolkits including Cambridge University’s HTK [106] and CMU’s Sphinx [32] have been 

provided by institutes and organizations in assisting ASR research. Recent progress has 

occurred in the use of statistical learning algorithms, discriminative training and hybrid 

HMM/NN methods. Based on the research efforts covering more than a half century, 

ASR has advanced to the point where state of the art speech recognition applications 

perform reasonably well even for large vocabulary continuous speech recognition in 

practical environments. However, there still remains a gap between the performance of 

the best ASR and the ability of humans to process speech.  

Speech recognition systems are characterized by many parameters including speaker 

dependence, speaking model (isolated words vs. continuous speech), speaking style (read 

speech vs. spontaneous speech) and vocabulary size [121]. A Speaker Dependent (SD) 

system targets the recognition of only the speech uttered by the speaker whose acoustical 

materials are used in the training of the system. In contrast, Speaker Independent (SI) 

systems are not limited to a specific speaker but are capable of being used on any speaker 
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without additional training procedures. The accuracy of this type of ASR systems is 

generally lower due to the difficulty of accommodating various speakers. Furthermore, 

Speaker Adaptation is a technique used for adapting a speaker-dependent system to the 

characteristics of new speakers so that the performance for a speaker-dependent system is 

better compared to that of a speaker-independent version. 

In isolated word recognition systems, targets are words with clearly defined bounda-

ries (e.g., spoken numbers), and the pronunciation of a target word tends not to affect 

other words, leading to a relatively simple recognition task. Continuous speech systems 

are more difficult because locating the start and end points of phonemes, which are 

considered as the smallest sound units, is required simultaneously in the process of the 

recognition. Another problem is coarticulation where each phoneme is affected by the 

production of surrounding ones [70]. 

Since read speech contains few irregularities of grammar and word pronunciation, 

the systems recognizing read speech are able to achieve high accuracies using statistical 

language modeling and ordinary pronunciation dictionaries. In contrast, spontaneous 

speech recognition systems are exposed to more difficult conditions, such as extempora-

neously generated speech (e.g., pause words such as um’s and ah’s, phoneme reduction, 

out-of-vocabulary words) [121]. This difficult and challenging recognition problem has 

attracted a lot of attention recently and a great amount of research has been devoted to 

this topic.  

The size of the vocabulary of a speech recognition system affects the complexity, 

processing requirements, and the accuracy of the system. Some applications only require 

a few words (e.g. numbers only), others require very large dictionaries (e.g. dictation 
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machines). In general, ASR systems fall under the categories of small vocabulary (tens of 

words), medium vocabulary (hundreds of words), large vocabulary (thousands of words) 

and very-large vocabulary (tens of thousands of words) [64]. The vocabulary size of 

recent Large Vocabulary Continuous Speech Recognition (LVCSR) systems has in-

creased to more than 65000 words [107].  

The significant improvement in ASR resulting from the research efforts over the past 

several decades have enabled ASR to be used in many fields such as:  

1. Dictation: converting spoken words into written texts. Applications include in-

putting words into a computer (e.g., the speech recognition function in 

Windows), and automatic generation of TV transcription;  

2. Command and Control: Operating machines by uttering predefined commands. 

Applications include voice dialing for cell phone, automotive speech recognition 

(e.g., Ford Sync), hand-free computing, home appliance control, and aircraft 

cockpit control;  

3. Computer-Assisted Language Learning (CALL): Using ASR to evaluate the ut-

terances of a language learner. Examples include foreign language learning and 

articulation training for hearing impaired people; 

4. Human-Machine Dialogue: Enabling machines to understand the words spoken 

by humans and conduct requested tasks. A large number of applications in this 

field have been actively used in robotics, and;    

5. Content-based Spoken Audio Search: Recognizing spoken words in multimedia 

contents. Applications include online video search with voice and Music Infor-

mation Retrieval System (MIRS). 
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1.2 Challenges for ASR 

Humans are generally able to understand what is being said under many conditions 

including unfamiliar accents, background noise, improper grammar, and even unknown 

words. However, ASR technology is still not comparable to human recognition under 

these more real-world conditions. ASR is a difficult problem, largely because of the 

many sources of variability associated with speech. 

First, it is well-known that the speech signal not only conveys the linguistic informa-

tion, but also contains speaker specific properties such as gender, age, and accent [4]. 

Even for the same speaker, the pronunciation varies due to the speaker’s physical situa-

tion, emotional state, and speaking rate. For example, compared to consonants, the 

duration of vowels is significantly more reduced from slow to fast speech [4]. These 

variations are collectively referred to as speaker variability. 

The second challenge for ASR is phonetic variability because of the coarticulation 

phenomenon. The acoustic realizations of phonemes, the smallest sound units of which 

words are composed, are highly dependent on the context in which they appear [121]. 

This phonetic variability causes great difficulties for ASR systems to recognize pho-

nemes using simple rules. This variability is more often encountered in continuous 

speech for which the acoustic signal for an identical phoneme at different positions varies 

greatly.  

Acoustic variability that ASR must handle results from the speaker environment in-

cluding background noise, room reverberation, microphones and transmission channels. 

For example, the performance of an ASR system usually degrades a lot when it is moved 

from a quiet environment to an environment with background noise. For telephone based 
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ASR applications, special consideration is required due to the limited bandwidth of the 

telephone speech, and channel noise. 

Moreover, ASR is much more difficult for spontaneous speech than for read speech, 

because of the greater variability contained in spontaneous speech, in which the reduction 

of pronunciation of certain phonemes often happens. In addition, other irregularities 

including false starts, hesitations, and filled pauses, need to be dealt with [4].  

Finally, differences in linguistic background such as dialect and language result in 

cross-speaker variability, adding further difficulty to language modeling for speech 

recognition [121]. 

1.3 Scope of Dissertation 

This dissertation explores the use of spectral-temporal features, the combination of 

acoustical models, and the reduction of feature spaces as an attempt to achieve a compact 

highly accurate speech recognition system. Despite their widespread use in ASR, Mel-

Frequency Cepstral Coefficients (MFCCs) primarily capture spectral information utiliz-

ing a human perceptual Mel scale [17]. However, the temporal variability of the speech 

signal is also considered to be very important for humans to distinguish sound. A set of 

spectral-temporal features, namely Discrete Cosine Transform Coefficients (DCTCs) and 

Discrete Cosine Series Coefficients (DCSCs), which models temporal variations with 

cosine series expansion, is examined in terms of effects on the robustness of ASR sys-

tems. 

Moreover, HMMs have been one of the most successful recognition models for ASR 

systems due to their good time alignment capability and well-developed mathematical 

frameworks. In contrast, Neural Networks (NNs) have poor time alignment capabilities 
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but have powerful discrimination abilities, making them attractive as a component of 

speech recognition systems. Neural networks are not based on any assumptions about the 

statistics of input data, and have strong discriminative power with a supervised training 

approach. However, neural networks rarely succeed in large vocabulary speech recogni-

tion tasks due to the lack of ability to model long-term temporal variations. In this 

dissertation, a combination of HMMs and neural networks is investigated. The hybrid 

approach attempts to take advantage of both HMMs and neural networks in the interest of 

improving flexibility and recognition performance for ASR.  

In contrast to many linear dimensionality reduction techniques including Principal 

Components Analysis (PCA) and Linear Discriminant Analysis (LDA), neural network 

based nonlinear reduction approaches are able to form a dimensionally-reduced represen-

tation for complex data such as speech features, while preserving both the variability and 

discriminability of the original data. As another objective of this dissertation, a neural 

network based nonlinear discriminant analysis (NLDA) is proposed with the goal of 

creating a compact set of highly discriminative features for accurate speech recognition.  

The specific objectives of this work are: 

1. To explore the spectral and temporal properties of the DCTC-DCSC features in  

pursuit of an “optimal” feature set for HMM based acoustical modeling; 

2. To investigate a hybrid NN/HMM recognition model in which a neural network 

is employed as a feature transformer to obtain highly discriminative and uncorre-

lated features to be better modeled by HMMs;  
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3. To propose Nonlinear Discriminant Analysis (NLDA) transformations based on a 

neural network for the purpose of reducing feature dimensionality as well as im-

proving discrimination among speech features, and; 

4. To demonstrate the effectiveness of the proposed methods through comprehen-

sive evaluation using the TIMIT database in terms of phone accuracy.  

Recently, significant improvements in phonetic speech recognition have been re-

ported by a number of research studies using different features and various recognition 

models. Table 1 lists proposed approaches which have reported very high accuracies 

using the TIMIT database [28,122], followed by the summaries of these methods. The 

ultimate goal of this work is to achieve a more accurate recognition algorithm with the 

approaches listed above and prove the effectiveness of proposed methods through com-

prehensive evaluation.   

Table 1: TIMIT results reported in literature 

Study Feature Recognizer Accuracy (%) 

Somervuo (2003) [89] MFCC NN/HMM 68.5 

Ketabdar and Bourlard (2008)

[53] 

PLP NN/HMM 71.5 

Pinto and Hermansky (2008)

[73] 

LPC HMM/MLP 74.6 

Sha and Saul (2007) [87] MFCC HMM 70.0 

Schwarz et al. (2006) [86] MFCC Tandem NN 78.5 

Zahorian et al. (2009) [112] DCTC/DCSC HMM 73.9 

 
In the work of Somervuo [89] (Somervuo2003Experiments), a multilayer perceptron 

network (neural network) was introduced to perform feature transformations for HMM 

based phone recognition. The use of final layer output as transformed features in this 
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work is similar to NLDA1 presented in this dissertation, but the Softmax-activation 

function was used in the output layer during the training and several dimensionality 

reduced features were combined as the input to the neural network.   

Ketabdar and Bourlard [53] integrated two neural networks into a hierarchical struc-

ture to obtain phone posteriors as features for HMM based recognition. The first network 

transforms cepstral features to phone evidences in terms of posterior probability, and the 

second network processes a temporal context of the phone evidences. The resulting 

enhanced posteriors are then used for phone and work recognition based on HMMs. 

In the work of Pinto and Hermansky [73], the log-likelihood of the features obtained 

from a Gaussian mixture model was combined with the posterior probability of phonemes 

from a discriminative neural network for recognition of phonemes. A phoneme recogni-

tion accuracy of 74% on the TIMIT database was obtained with the multi-stream 

combination.   

Motivated by Support Vector Machines (SVMs), the parameters of GMMs were 

trained discriminatively to maximize the margin of correct classification, as measured in 

terms of Mahanalobis distance in the work of Sha and Saul [87]. This improved training 

procedure was experimentally shown to be superior to the HMMs trained by maximum 

likelihood estimation. 

In the work of Schwarz et al. [86], a tandem structure of NN/HMMs with separate 

classifications of input patterns in frequency bands, referred to as TempoRAl Patterns 

(TRAPs), was employed. Multiple front-end networks were trained to classify input 

patterns to phoneme posteriors from different bands, and another back-end neural net-

work was used to merge the posteriors from all bands. Furthermore, the original features 
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were concatenated with the posteriors from the front-end network for a more comprehen-

sive feature set. A third network was also tested to further merge the outputs of the back-

end network and the original features.  

1.4 Outline of Dissertation 

This remainder of the dissertation is organized as follows. 

Chapter II contains a brief review of signal processing for automatic speech recogni-

tion, including feature extraction and acoustical modeling. HMMS and neural networks, 

the most popular acoustical models used in speech recognition, are discussed after the 

introduction of LPC and MFCC features. Another essential topic in speech recognition, 

language modeling, is also briefly described. In addition, several state-of-the-art ASR 

systems are presented for an aid in understanding the status of current ASR technology. 

Chapter III describes the HMM based statistical modeling of the DCTC-DCSC fea-

tures. The tradeoff of spectral-temporal DCTC-DCSCs in both the frequency and time 

domains is discussed. Fundamental algorithms of HMMs including the Viterbi decoding 

and Baum-Welch training are also presented, followed by a brief introduction of an 

HMM toolkit HTK. Finally, a comparison of DCTC-DCSCs with MFCCs based on 

HMMs in various conditions is described. 

Chapter IV presents hybrid NN/HMM models for speech recognition. After a brief 

review of recent hybrid NN/HMM models, a tandem NN/HMM model, in which a neural 

network is trained with the aim of improving the discrimination and lessening correlation 

of speech features, is addressed. Key components of the method including network 

training, training targets and node nonlinearities are investigated. An experimental 

evaluation using the TIMIT database is also described. 
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Chapter V introduces a neural network based nonlinear discriminant analysis for 

speech recognition. The advantage of neural networks in dimensionality reduction is the 

focus of this chapter and a neural network is employed to obtain a compact set of high 

discriminant features for recognition based on HMMs. The use of state level training 

targets and the resulting improvement in network training then follow. The chapter ends 

with an evaluation of the method and a comparison with other linear discriminant me-

thods such as PCA and LDA. Finally, a literature comparison with recently reported 

results using the same TIMIT database is provided.  

The conclusions and suggestions for future work are summarized in Chapter VI.  
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Chapter II Background 

2.1 Overview of Speech Recognition System 

The objective of a speech recognition system is to produce a word sequence given a 

speech waveform. The general structure of an ASR system is illustrated in Figure 1. 

 

Figure 1: General structure of a speech recognition system 

 The first stage of speech recognition is to compress a speech signal into streams of 

acoustical feature vectors, referred to as speech feature vectors. The extracted vectors are 

assumed to have sufficient information and to be compact enough for efficient recogni-

tion [107]. This processing is known as feature extraction or front-end processing, and 

the details will be described in Section 2.2. Given the feature vectors, three main sources 

of information are required to recognize the most likely word sequence: the acoustic 

model, the language model and the dictionary [76]. The acoustic model maps speech 

feature vectors to sub-word units such as phonemes. Hidden Markov Models (HMMs) 

and neural networks are the most successful approaches for this role as described in 

Section 2.3. The dictionary, or the lexicon, provides the pronunciations of actual words 

presented in the language model in terms of the sub-word units used to construct the 
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acoustic model. The language model represents the local syntactic information of the 

uttered sentences and contains information of the possibility of each word or combination 

of words [107], for example, unigram, bigram as introduced in Section 2.4.  

The most likely word sequence can be hypothesized using statistical approaches with 

the acoustic and language information. Within a statistical framework, the general 

decision criterion to find the most likely word sequence H for a sequence of feature 

vectors or observations O, can be determined as the result of computing: 

)|(maxargˆ OHPH
H

=   .    (II.1) 

Considering that the most likely word sequence is independent of the prior probability of 

the observation P(O), the posteriori probability P(H|O) can be substituted using Bayes 

theorem so that the decision rule becomes: 

{ })()|(maxarg
)(

)()|(maxargˆ HPHOP
OP

HPHOPH
HH

=
⎭
⎬
⎫

⎩
⎨
⎧

=   (II.2) 

where P(H) is the prior probability of a particular word sequence determined by a lan-

guage model. The conditional probability P(O|H), which is calculated using the acoustic 

model and the dictionary, represents the likelihood of the observation O with respect to 

the word sequence H. The evidence factor, P(O), is merely used as a scale factor so that 

the sum of the posterior probabilities P(H|O) equates to one [19]. 
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2.2 Feature Extraction 

2.2.1 Speech Signal Representations 

A speech signal is assumed to be the convolution of an excitation source, and an 

acoustic filter, the vocal tract. As air is expelled from the lungs, tensed vocal cords are 

caused by the air flow to vibrate and generate quasi-periodic pulses as the excitation. 

These pulses are then filtered when passing through the vocal tract, producing voiced 

sounds. The vocal tract consists of articulators, such as jaw, tongue, lips and velum, 

which are varied to create different sounds. When vocal cords are relaxed, the airflow 

either passes through a constriction in the vocal tract or builds up pressure behind a 

closure point and the pressure is suddenly released, causing unvoiced sounds. Unvoiced 

sounds are controlled by the positions of constriction or closure [21]. Speech is simply a 

sequence of these voiced and unvoiced sounds, which vary slowly (5-100ms) due to the 

gradual movement of the articulators [108]. A cross-sectional view of the human vocal 

system used for speech production is given in Figure 2. 

 

Figure 2: The human vocal system 
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Figure 3: Illustrations of speech waveform (top panel), spectrogram (middle panel) and feature 

vectors (bottom panel). 

Figure 3 shows the speech waveforms, spectrograms of four articulations: /eh/, /ae/, 

/g/, and /k/ as well as the corresponding DCTC feature vectors as will be described in 

Section 3.2.2. Different sounds exhibit diverse speech lengths and energy distributions on 

spectrogram, resulting in distinct characteristics of feature vectors.  

For speech recognition, the vocal tract imparts more useful information than the ex-

citation source because sounds are distinguished from one another primarily by the 

resonances of the vocal tract [37]. Therefore, the first step of speech recognition is to 

separate and preserve the vocal tract information while ignoring the effects of speaker 

differences caused by the excitation, as well as channel distortion and background noise, 

collectively referred to as feature extraction. 

/eh/
bet

/ae/
bat

/k/
kick

/g/
gap
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Signal modeling is the principal technique for the separation of different types of in-

formation in speech. There are two primary approaches for speech signal modeling: 

articulation-based signal representation and perceptually-motivated signal representation 

[37]. The former approach attempts to model speech signal properties that reflect the 

shape of the vocal tract, rather than the excitation source. For example, Linear Prediction 

(LP) analysis, which is presented in Section 2.2.2, utilizes an all-pole filter to model the 

vocal tract with the aim of obtaining a smooth envelope of a speech signal. In contrast, 

the perceptually-motivated signal representation emulates the human auditory process. 

Since the human ear resolves frequencies differently, nonlinear perceptual scales such as 

Mel-scale [71] and Bark scale [88], contribute to form a more effective speech represen-

tation. Filter bank analysis is one of the most popular methods along with this approach 

[72]. As will be introduced in Section 2.2.3, Mel-frequency cepstral analysis, which has a 

basis on the Mel-scale, is one of the most popular methods in perceptually-motivated 

representation.  

2.2.2 Linear Prediction Analysis 

In linear prediction (LP) analysis, the vocal tract is modeled by an all-pole filter with 

transfer function:  

∑
=

−
= p

i
i za

GzH

0

1
)(  ,    (II.3) 

where G is a gain, P is the number of poles or the order of the LP analysis, and {ai} are 

defined as the linear prediction coefficients with a0=1.  
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This all-pole filter models the gradual movement of the vocal tract, and the coeffi-

cients result in a smooth spectral representation of a speech signal. In general, higher 

order leads to a finer representation and lower prediction error. However, when the order 

becomes too large, the model fits individual harmonics and the separation of the vocal 

tract and excitation is not satisfied [37]. 

Using the Z transformation, Equation (II.3) can be rewritten to be a linear filter oper-

ation with a window of signal {x[n], x[n-1], …} and the prediction coefficients {ai}. As 

shown in Equation (II.4), the rewritten form exhibits that a signal sample can be predicted 

as the weighted linear combination of its previous samples [72]:  

∑
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][][][̂ .    (II.4)  

The term P represents the number of previous samples to be considered, and e[n] 

represents the prediction error between the estimated value and actual value.  

The coefficients are generally estimated by minimizing the mean squared prediction 

error criterion over the analysis frame. This error for the frame n as a set of p linear 

equations is thus computed as: 
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where N is the length of analysis frame. Minimizing the mean squared error results in the 

Yule-Walker equations: 
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where φm[i,k] is the covariance function for x[n].   

There are three approaches to compute prediction coefficients in Equation (II.6): co-

variance methods based on the covariance matrix, autocorrelation methods, and lattice 

methods [72,103]. In autocorrelation methods, the autocorrelation matrix has the Toeplitz 

property because of the symmetric windowing of the speech samples and the resulting 

short time nature of the speech frames. Therefore, the parameters can be effectively 

estimated using Levinson-Durbin recursion and the stability of the filter is assured. For 

the above reasons, the autocorrelation methods have been used almost exclusively in 

speech recognition [37]. 

2.2.3 Mel-Frequency Cepstral Analysis 

As one of the most popular perceptually-motivated coefficients, Mel-Frequency 

Cepstral Coefficients (MFCCs) approximate the nonlinear response of the human audito-

ry system [17]. Experiments in human perception have shown that the position of 

maximum displacement along the basilar membrane for stimuli such as pure tones is 

proportional to the logarithm of the frequency of the tone [72]. Therefore, instead of 

using the linearly spaced frequency bands obtained with the Fourier transform, MFCCs 

are derived from the cosine transform of the logarithmic Mel-scale bands [76].  

The Mel scale was developed by Stevens and Volkman in 1940 as a result of a hu-

man auditory perception study. The scale was based on experiments where listeners were 

asked to divide frequency range into perceptually equal intervals with the reference 
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frequency of 1000 Hz as 1000 Mels [71]. The approximation of the Mel frequency is 

computed as: 

)
700

1(log2595)( 10
ffMel += .    (II.7) 

Feature extraction based on MFCCs utilizes a bank of triangular filters of which cen-

ter frequencies and bandwidth are warped using the Mel-frequency scale. The following 

equation shows M triangular filters in a Mel filter bank: 
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The function f[] is determined by the lowest flowest and highest fhighest frequencies of the 

filter bank, as well as the sampling frequency fsample and the number of bins in the linear 

frequency domain N according to : 
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The inverse of the Mel frequency can be calculated from Mel(f) in Equation (II.7) as:  

)110(700)( 25951 −=−
f

fMel .    (II.10) 

A 20 channel filter bank over a frequency range [0, 4 kHz] created with VOICEBOX 

[10] is shown in Figure 4. 
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Figure 4: A 20 channel Mel-scale filter bank 

To implement the filter bank, the window of speech is transformed using a Fourier 

transform and the spectral magnitude is computed. Each magnitude component is multip-

lied by the corresponding triangular filter and the results are accumulated for the 

coefficient of a band. Thus, each band holds a weighted sum representing the spectral 

magnitude in that filter bank channel. 

Finally, the Mel-weighted cepstral coefficients ci are calculated from the log filter-

bank amplitudes, denoted mj, using the discrete Cosine transform:  
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where N is the number of filter bank channels. 

Among MFCCs, The first cepstral coefficient is a measurement of the overall ampli-

tude of the log spectrum, and the second one delivers a measure of the balance between 

the two halves of the spectrum. Higher order coefficients provide information on the finer 

features of the spectrum. Compared to linear frequency cepstral analysis, MFCCs possess 
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a significant advantage with better suppression of insignificant spectral variation in the 

higher frequency bands. In addition, MFCCs are able to preserve sufficient information 

for speech recognition with a small number of required coefficients. For example, six 

coefficients succeed in capturing most of the relevant information [17]. 

2.3 Acoustic Modeling 

2.3.1 Hidden Markov Models (HMMs) 

Hidden Markov Models (HMMs) were introduced into ASR with the aim of han-

dling both temporal and spectral variability of the speech using stochastic approaches. A 

hidden Markov model (HMM) is characterized by a finite-state Markov model and a set 

of output distributions. The transition parameters in the Markov chain model temporal 

variation of speech, while the parameters in the output distributions represent spectral 

variability.  

Figure 5 shows an example of a 3-state left-to-right HMM, where ai,j represents a 

state transition probability for state i to state j, and bi(x) is the observation probability or 

output probability of the feature vector x at state i. 

  

Figure 5: A 3-state left-to-right HMM model 

51 2 3 4
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a12 a23 a34 a45
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To compute the probability that a sequence of speech feature vectors O {o1, o2 …} is 

observed from an HMM, both the transition probabilities between states and the observa-

tion probabilities feature vectors are considered. Given the state sequence X {x1, x2 …}, 

an overall probability is calculated as the product of the transition probabilities and the 

output probabilities: 

K)()()()|,( 332322221212 obaobaobaMXOP =  .   (II.12) 

However, in practice, only the observation sequence O is a known quantity and the 

state sequence X is hidden, so this model is called a Hidden Markov Model [106]. With 

the unknown sequence X, the required likelihood of occurrence is computed by summing 

over all possible state sequences X = x(1), x(2), x(3), . . . , x(T) given as: 
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where x(0) is constrained to be the entry state of the model and x(t+1) the exit state. 

As an alternative to Equation II.13, the likelihood of occurrence can be approximated 

by merely considering the most likely state sequence as: 
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The success of HMMs arises from the existence of efficient parameter training and 

recognition algorithms. For example, the Baum-Welch algorithm is efficient for estimat-

ing transition and output parameters, and the Viterbi algorithm is powerful for finding the 

maximum overall probability and decoding the state sequence. Detailed descriptions of 

these algorithms are presented in Section 3.3.  
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When HMMs started to appear in speech recognition, most uses were based on dis-

crete HMMs, which rely on the assumption of discrete symbols in the input. For these 

models, a quantization using a clustering technique [94], is required to convert conti-

nuous speech vectors into a finite size codebook. However, this process undoubtedly 

sacrifices recognition accuracy. Alternatively, Continuous Density HMMs (CDHMMs) 

[29] model the output distribution using continuous probability density functions, usually 

referred to as likelihoods. As will be described in Section 3.3, Gaussian or Mixtures of 

Gaussian components are the most popular and effective choices for representing the 

state distribution in CDHMMs. For continuous large vocabulary recognition tasks, 

CDHMMs exhibit better recognition accuracy.     

In ASR systems, an HMM is typically used to model a speech unit which could be a 

word, a phoneme or a syllable. When the vocabulary required for a recognition task is 

small, the ideal usage of an HMM is to represent words as a basic recognition unit. 

However, in large vocabulary speech recognition, HMMs are mostly used to model sub-

word units such as phonemes, because most languages have a limited number of pho-

nemes and the models can be trained with a reasonable level of training data. A 

monophone HMM is a context-independent unit in the sense that a phoneme doesn’t 

distinguish its adjacent ones. However, due to coarticulation effects, the pronunciation of 

a phoneme is strongly influenced by its neighboring phonemes, especially in spoken 

speech. Thus, context-dependent units such as biphones or triphones are widely used. A 

biphone HMM models a phoneme with its left or right context, and a triphone HMM 

represents a phoneme with its left and right context [56].  
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2.3.2 Neural Networks 

Neural networks emerged as an attractive acoustic modeling approach in ASR in the 

late 1980s. Since then, neural networks have been used in many aspects of speech recog-

nition such as phoneme classification [96], isolated word recognition [104], and speaker 

adaptation [109].  

Figure 6 shows a simple feed-forward three-layer neural network, which is also 

called a Multilayer Perceptron (MLP). This network consists of an input layer, a hidden 

layer, and an output layer, with multiple nodes (or units) contained in each layer. 

 The function of each node is based on the properties contained in biological neurons, 

and hence a node is also referred to as a “neuron.” 

 

Figure 6: A feed-forward neural network with 3 hidden layers 

 Each connection between two nodes is associated with a weight. A node computes 

the weighted sum of the inputs from such connections to form its scalar net activation. 

For example, the net activation of a hidden node is the inner product of the connected 

input nodes with their weights. Given an input vector X and the weight vector W, the 

activation net of a hidden node is computed as: 
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where the subscript i indexes nodes in the input layer, and j in the hidden layer. The 

variable of wji denotes the weight from the ith input node to the jth hidden node, and d is 

the number of input noides. 

The output of this hidden node is the nonlinear function of its activation, f(net). The 

f(net) is sometimes called the activation function or “nonlinearity” of a node [19].  

Similiary, the output nodes compute the nonlinear function of their net activations 

based on the hidden node signals such as: 
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where subscript k indexes each unit in the output layer and n denotes the number of 

hidden nodes.  

In general, the activation function is desired to be nonlinear, continuously 

differentiable, and saturate. Other properites required for the function are continuity and 

smoothness so that it can be defined throughout the range of its argument [19].  

A major paradigm for the weight estimation is superivsed learning in which the 

neural network is designed to minimize the cost function using training data. As will be 

introduced in Section 4.2.2, Backpropagation is one of the simplest but most genenral 

methods for supervised training of multilayer neural networks.  

2.4 Language Modeling 

The language model is another key component in speech recognition. For small vo-

cabulary speech recognition tasks, a word network based on an automaton performs 
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effectively for accurate recognition, but large vocabulary continuous speech recognition 

systems often require statistical language models, such as N-gram language models. 

 The assumption of an N-gram model is that the probability of a word appearing 

P(Wk) can be calculated using a history of N-1 words as: 

),,|(),,|( 1111 +−−− ≈ Nkkkkk WWWPWWWP LL ,   (II.17) 

where N-1 is the pre-determined size of word history. N is normally small, for example 

three, which is referred to as a trigram model used to capture word triplets.  

Other commonly used models include bigram and unigram. Bigram models use sta-

tistics of word pairs and a unigram is simply the probability of a word being used 

independent of its context. The estimation of these probabilities is performed through the 

analysis of a significant amount of text to capture both syntactic and semantic redundan-

cies. 

2.5 State of the art ASR systems 

Although HMMs and neural networks have been successfully used in a variety of 

ASR tasks within straightforward and well-defined mathematical frameworks, the state-

of-the-art ASR systems involve considerable refinements. These refinements include 

feature projection, discriminative training, speaker adaptation, noise compensation, 

prosody consideration and recognition model combination [27,62].  

2.5.1 Feature projection 

In feature projection, dynamic first and second differential parameters, the so-called 

delta and delta-delta parameters were added to the static feature parameters in order to 

overcome the limitations of the conditional independence associated with HMM. Mean-
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while, data-driven approaches can be used to reduce the correlation of the features as well 

as reducing the dimensionality. The standard approach is to use linear transformations, 

such as unsupervised Principal Component Analysis (PCA) [69], and supervised Linear 

Discriminant Analysis (LDA) [49,43].The LDA can be extended to take into account 

covariance in each class as used in Heteroscedastic Discriminant Analysis (HDA) 

[84,55],  and Maximum Likelihood Linear Transform (MLLT) [31]. It is also advanta-

geous to combine various feature sets because a variety of information from different 

sources can be collected in one comprehensive speech presentation. For example, the 

auditory and articulatory motivated features can be effectively combined both directly 

using LDA and indirectly using a Discriminative Model Combination (DMC) [120]. 

2.5.2 Discriminative HMM Estimation 

In an HMM-based recognizer, the estimation of the HMM model parameters are typ-

ically based on maximizing the likelihood that the models generate the training sequence. 

However, the maximum discriminability between models is not guaranteed with the 

Maximum Likelihood (ML) training criterion [27]. Alternatively, discriminative parame-

ter estimation optimizes the correctness of a model by formulating an objective function 

based on both correct and incorrect answers [95].  

Maximum Mutual Information (MMI) Estimation has been studied in the context of 

small vocabulary speech tasks and substantial gains in performance have been reported 

[12]. Another similar discriminative training method, Minimum Classification Error 

(MCE) is a measure of error based on a smooth function of the difference between the 

correct word sequence and all other competing sequences [47]. 
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2.5.3 Speaker Adaptation 

In the case of speech recognition, there will always be new speakers who are poorly 

represented by the training data. The solution to this problem is speaker adaptation, 

which allows a small amount of data from a target speaker to be used to transform an 

acoustic model set so that the updated version can more closely match that speaker [27].  

There are two popular schemes in adaptation. Feature-based approaches depend on 

acoustic features and attempt to remove speaker specific information. For example, 

Cepstral Mean Normalization (CMN) removes the average value of the feature-vector 

from each observation, and Cepstral Moment Normalization (CMtN) scales each individ-

ual feature coefficient to have a unit spectral moment and empirically this has been found 

to reduce sensitivity to additive noise [93]. 

In contrast, linear transformation based approaches attempt to adapt acoustic model 

parameters with the presence of adaptation data. In Maximum Likelihood Linear Regres-

sion (MLLR), a set of linear transforms are used to map an existing model set into a new 

adapted model set so that the likelihood of the adaptation data is maximized [27]. MLLR 

is generally very robust and well suited to unsupervised incremental adaptation [25]. In 

contrast, the Maximum A Posteriori (MAP) adaptation uses standard statistical approach-

es to obtain robust parameter estimates [30]. However, the adaption of MAP is a time 

consuming process since each Gaussian component in the model is updated separately.  

2.5.4 Noise Compensation 

For a speech recognition application to be used in practical environments, a noise 

compensation algorithm is necessary to cancel the effect of ambient noises. The ideal 

solution is to design a noise robust feature representation. For example, the Perceptual 
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Linear Predictive (PLP) is proven to be effective in a noisy environment [33]. In the so-

called RASTA-PLP coefficients, the features are processed with a special bandpass 

filtering, which result in a noise robust representation [35]. Noise robustness can also be 

improved by training on speech recorded under a variety of conditions as so called multi-

style training.   

Features can be compensated or enhanced to remove the effects of noise, such as 

spectral subtraction [6]. Meanwhile, model compensation approaches take the similar 

strategy to MLLR for speaker adaption, which transform clean models to match the noisy 

environment. Model-based compensation entails combining clean speech models with a 

model of the noise. For example, Parallel Model Combination (PMC) maps the Gaussian 

means and variances in the cepstral domain using the noisy speech in the time domain 

[26]. 

Feature compensation provides a simple and efficient way in eliminating noises. 

However, model compensation has the potential for strong robustness as the model is 

adapted to encode the characteristics of the noise added speech [27].  

2.5.5 Prosody Consideration 

Numerous studies show the importance of prosody for human speech recognition. 

Pitch (fundamental frequency or F0) is especially important for ASR in tonal languages, 

such as Mandarin speech. The integration of fundamental frequency with other acoustic 

features in the recognition process is expected to significantly increase the performance 

of ASR systems [100,111,110].  

The consideration of pitch information differs from training recognizers with objec-

tive accent data, to various ways of modeling pitch information [118,99,13]. It was found 
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the training on non-native speech data achieves the most obvious gains in performance on 

accented data. The simplest use of adaptation is to apply speaker adaptation techniques 

such as MLLR and MAP on speaker-independent models to fit the characteristics of a 

foreign accent [99]. More sophisticated approaches focus on recognition models and use 

various HMMs to represent pitch and other features in a separate or integrated manner. 

Although some promising results have been published, the recognition accuracy on 

accented speech still requires further improvement. 

2.5.6 Recognition Model Combination 

Since any particular models or algorithms have different characteristics, it is of great 

interest to combine different models. Neural networks and HMMs, two of the most 

successful recognition models, are good candidates for forming a model combination 

since they are based on distinct assumptions and different mathematical frameworks. 

Over the past two decades, there has been an enormous research effort devoted to com-

bining HMMs and Neural Networks with a single, hybrid architecture, called hybrid 

NN/HMM speech recognition [94]. The combination of neural networks and HMMs is 

the target domain of this work, and will be more thoroughly discussed in Chapter IV and 

Chapter V. 
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Chapter III Statistical Modeling of Spectral and 
Temporal Features 

3.1 Introduction 

Accurate ASR systems require both highly discriminative speech features and an 

effective recognition model. Because the human ear resolves frequencies differently, it is 

well known that the incorporation of nonlinear perceptual scales in feature extraction 

contributes to a more effective speech representation [119]. In addition to the static 

spectral information, the temporal trajectory information, which captures the time varia-

tion over short time intervals, has been demonstrated to be a very useful speech feature in 

recent research [65,35,50,15]. 

For the recognition side, statistical speech modeling such as HMMs emerged as one 

of the most successful recognition approaches for ASR. HMMs assume that the speech 

signal can be well characterized as a statistical process, and provide a flexible framework 

for making use of temporal-spectral features. For example, the output probability in an 

HMM can be used to model the spectral variability of the speech, and the transition 

probability to model the temporal variability.  

In this chapter, in order to capture both the spectral and temporal variations in 

speech, a modified Discrete Cosine Transform (DCT) analysis of the log magnitude 

spectrum combined with a Discrete Cosine Series (DCS) expansion of DCT coefficients 

over time is introduced in Section 3.2. The modified DCT analysis extracts spectral 

information using a perceptual nonlinear scale, while the DCS expansion is designed to 

capture temporal variation in the spectrum. Therefore, these DCT/DCS coefficients lead 



 

32 

 

to a feature set that can be computed to emphasize frequency resolution or time resolution 

or a combination of the two factors [112].  

Section 3.3 provides a detailed description of Continuous Density HMMs 

(CDHMMs) which incorporate Gaussian Mixture Models (GMMs) for the determination 

of the output probability of continuous speech features. Several key techniques of 

CDHMMs are also explained, such as the Baum-Welch training algorithm and Viterbi 

decoding algorithm. 

An evaluation of the DCT/DCS coefficients using continuous density HMMs are 

described in Section 3.4 to show the effectiveness of using temporal-spectral features for 

speech recognition, In the experiment, several variations of the DCT/DCS coefficients 

were extracted from the TIMIT database and evaluated using various HMM configura-

tions in terms of phonetic recognition accuracy.   

3.2 DCTC-DCSC Features 

3.2.1 Spectral and Temporal Analysis 

As described in Section 2.2, the dominant technique used for extracting speech fea-

tures relies on FFT-based spectral analysis in which the FFT of the speech signal is 

performed and filter bank analysis is applied to compute Mel-frequency Cepstral Coeffi-

cients (MFCCs) [17]. As an alternative to MFCCs, Zahorian et al. [115,52] presented a 

technique based on the encoding of global spectral shape for feature extraction. A mod-

ified Discrete Cosine Transform (DCT), referred to as Discrete Cosine Transform 

Coefficients (DCTCs), is directly applied to the log magnitude spectrum for spectral 

features. This modification using a frequency warping function is designed to simulate 

the nonlinearity of the human ear in speech perception.  
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Meanwhile, recent research has shown that the temporal trajectory information is a 

useful source of speech information for the purpose of improving the performance of 

speech recognition systems [35,50]. This information, commonly referred to as a dynam-

ic feature, is used to capture the changes of each feature component from frame to frame, 

such as the delta coefficients for MFCC. These dynamic features are concatenated to the 

static features, forming a spectral-temporal feature vector to accommodate speech 

variations in both frequency and time domains. In the works of Zahorian et al. [115,112], 

a modified Discrete Cosine Series (DCS) expansion is proposed to represent a DCTC 

trajectory over a block of frames. The resulting parameters are called Discrete Cosine 

Series Coefficients (DCSCs). An important difference between DCSCs and MFCCs with 

delta terms is that the first DCSC is the smoothed version of the corresponding DCTCs, 

resulting in a more noise robust signal representation [51].  

3.2.2 Discrete Cosine Transform Coefficients (DCTCs) 

Zahorian and Nossair first theoretically showed the derivation of DCTC and DSCS 

parameters [113]. In this and the following sections, an improved version as described in 

the work of Zahorian et al. [112] is provided along with a description of the warping 

functions used in this dissertation.  

First, let X(f) be the magnitude spectrum represented with linear amplitude and fre-

quency scales and X’(f’) be the magnitude spectrum as represented with perceptual 

amplitude and frequency scales. The relationships between linear and perceptual frequen-

cies, and linear and perceptual amplitudes, are defined by: 
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))(()('),(' fXafXfgf ==  ,   (III.1) 

where g(f) is a nonlinear frequency warping and a(X) a nonlinear amplitude scaling. The 

differential of the perceptual frequency with respect to the linear one is:   

df
df
dgdf =' .     (III.2) 

For convenience of notation, f and f′ are normalized to the range [0, 1]. The DCTC 

features for encoding the perceptual spectrum are computed using a cosine transform: 

∫=
1

0
')'cos()'(')( dfiffXiDCTC π     (III.3) 

where DCTC(i) is the ith feature as computed from a single spectral frame. Substituting 

Equations III.1 and III.2, equation III.3 can be rewritten as:  

∫=
1

0
))(cos()))((()( df

df
dgfigfgXaiDCTC π .   (III.4) 

Modified basis vectors can be defined as: 

df
dgfigfi )](cos[)( π=Φ .    (III.5) 

Therefore, the calculation of DCTCs using these basis vectors and the nonlinear 

functions becomes:  

∫ Φ=
1

0
)()))((()( dfffgXaiDCTC i .   (III.6) 

Consequently, using the modified basis vectors, all integrations in Equation III.6 are 

with respect to linear frequency. Any differentiable warping function can be precisely 

implemented, with no need for the triangular filter bank typically used to implement 

warping [113]. The frequency warping function is implemented both through the mod-
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ified cosine basis vectors and through the interpolation of the spectrum, in contrast to the 

implementation based on the basis vectors only as reported in the work of  Zahorian and 

Nossair [113]. This modification more closely matches the mathematical derivation of the 

DCTCs. This modification also results in slightly higher accuracy than that obtained 

using the warping applied to basis vectors only, but with less pronounced warping.  

The crucial elements of this approach are the selection of the nonlinear amplitude 

scaling a(X) and the nonlinear frequency scaling g(f), so that the cosine transform is with 

respect to a perceptual scale. In practice, the scaling a(X) is typically a log, and the 

scaling g(f) is a Mel-like function.  

In this dissertation, DCTCs were computed with Equation III.4 using a logarithmic 

amplitude scale. The frequency warping function used the Mel function given by: 

)1(log0959.2)(' 10 α
ffgf +×==     (III.7) 

where α is a warping factor in the range of [0, 1].  

 

Figure 7: First three DCTC basis vectors [112] 
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The first three basis vectors, incorporating the warping function given in Equation 

III.7, are shown in Figure 7. The warping factor was set to 0.5. 

3.2.3 Discrete Cosine Series Coefficients (DCSCs) 

In order to create the features that represent the spectral evolution of DCTCs over 

time, thus encoding contextual information, a cosine basis vector expansion over time is 

performed using overlapping blocks of DCTCs. The DCSC features are computed so as 

to encode the trajectory of the smoothed short-time spectra, but typically with better 

temporal resolution in the central region than for the end regions.  

Let the relation between linear time and perceptual time be given by: 

)(' tht = ,      (III.8) 

where h(t) is a time warping function, chosen such that its derivative dh/dt determines the 

resolution for t’. For convenience, t and t′ are again normalized to the range [0, 1]. The 

spectral feature trajectory DCSC(i,j) is encoded as a cosine transform over time using: 

∫=
1

0
')'cos()',(),( dtjttiDCTCjiDCSC π .   (III.9) 

Making the substitution: 

dt
dt
dht ='

 
,    (III.10) 

Equation III.9 becomes:  

∫=
1

0
))(cos(),(),( dt

dt
dhtjhtiDCTCjiDCSC π .  (III.11) 

Similar to DCTCs, modified basis vectors for DCSC can be defined as: 
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dt
dhtjhtj )](cos[)( π=Θ ,     (III.12) 

Thus, a rewritten form of Equation III.11 is:  

∫ Θ=
1

0
)())(,(),( dttthiDCTCjiDCSC j .

   
(III.13) 

In practice, the integral is computed using the sum of all frames in the block. The 

calculation is repeated for each overlapping block, with the block spacing some integer 

multiple of frame spacing. 

In this dissertation, a Kaiser window was employed as the time warping function 

h(t). By varying the Kaiser β parameter, the resolution can be changed from uniform over 

the entire interval (β = 0), to a much higher resolution at the center of the interval than the 

end points (e.g., β = 5).  

 

Figure 8: First three DCSC basis vectors [112] 

Figure 8 depicts the first three DCSC basis vectors, using β = 5 for the Kaiser warp-
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consisting of several frames. Therefore, DCSCs are the set of spectral-temporal features 

that represent speech for a block of frames. 

Several parameters in the DCTC/DCSC analysis can easily be varied to examine tra-

deoffs between static and dynamic spectral information in terms of effects on recognition 

performance. For example, for increased emphasis of spectral information, a long frame 

length (e.g., 25 ms) and a large number of DCTCs (e.g., 15 terms) can be used to com-

pute the spectra. To evaluate the effectiveness of purely static spectral information, the 

DCSC step can be eliminated and only DCTCs can be used as speech features. For 

increased emphasis on trajectory information, a short frame length and frame spacing 

(e.g., 5 ms length and 1 ms spacing) can be used along with a large number of DCSC 

terms (e.g., 10 terms) [112]. 

Figure 9 illustrates a speech spectrogram and two reconstructed spectrograms with 

different spectral and temporal resolutions. The first rebuilt spectrogram has high spectral 

resolution but low temporal resolution, which is rebuilt using 16 DCTCs and 4 DCSCs. 

The 16 DCTCs were computed using a frame length of 25 ms and a frame spacing of 10 

ms, while the 4 DCSCs were computed using 50 frames per block. The second recon-

structed spectrogram used 8 DCTCs with 5 ms frames for low spectral resolution, and 6 

DCSCs with a frame spacing of 2 ms and 100 frames per block for high temporal resolu-

tion. 
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Figure 9: Original spectrogram (top), high-spectral low-temporal rebuilt spectrogram 

(bottom left), and low-spectral high-temporal rebuilt spectrogram (bottom right) 

3.3 Continuous Density HMMs 
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Continuous Density HMMs (CDHMMs) model the output distribution using continuous 

probability density functions such as a single Gaussian or Gaussian Mixture Models 
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In a GMM based HMM, for a speech vector o at time t, the output probability bj(ot) 

in state j is given by: 

∑
=

Σ=
M

m
jmjmtjmtj oNCob

1
, );()( μ     (III.14) 

where M is the number of mixture components and Cjm the weight of the mth component. 

N(.; μ, Σ) is a multivariate Gaussian with mean vector μ and covariance matrix Σ , which 

is computed as: 

)()'(
2
1 1

)2(
1),;(

μμ

π
μ

−Σ−− −

Σ
=Σ

oo

n
eoN    (III.15) 

where n is the dimensionality of the vector o. 

It is usually desired to use full covariance matrices to represent the Gaussian model 

since correlation exists among speech features. However, for complex HMMs with large 

numbers of states and mixtures, computational cost for estimating parameters make the 

use of full covariance matrices infeasible [37]. Therefore, the features are generally 

assumed to be uncorrelated and diagonal covariance matrices are generally used, includ-

ing the work reported in this dissertation.  

3.3.2 HMM Parameter Estimation 

For one state HMMs, an approximate estimation of the mean and covariance matric-

es of GMMs can be obtained by taking the averages of the observed feature vectors. For 

the HMMs with multiple states, since all observation vectors contribute to the computa-

tion of the maximum likelihood for each state, each observation vector is assigned to 

every state in proportion to the probability of the model being in that state [106]. There-
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fore, if Lj(t) denotes the probability of being in state j at time t, the means and covariance 

can be determined as the following weighted averages: 

∑
∑

=

== T

t j

T

t tj
j

tL

otL

1

1

)(

)(
μ̂      (III.16) 

and 

∑
∑

=

=
−−

=Σ T

t j

T

t jtjtj
j

tL

ootL

1

1

)(

)')()((ˆ μμ
   (III.17) 

where ot is the speech vector o at time t, and the summations in the denominators are 

included for normalization. 

Equations III.16 and III.17 are the Baum-Welch re-estimation formulas for the mean 

and covariance matrices of an HMM. The probability of state occupation Lj(t) can be 

calculated using the following Forward-Backward algorithm. 

In the forward procedure, a forward variable αj(t) for a model M with N states can be 

defined as: 

)|)(,,,()( 1 MjtxooPt tj == Kα ,   (III.18)       

where αj(t) is the joint probability of observing the first t speech vectors and being in state 

j at time t. This probability can be calculated by the recursion: 

)()1()(
1

tjij

N

i
ij batt o⎥

⎦

⎤
⎢
⎣

⎡ −= ∑
=

αα     (III.19) 

with the initial condition: 

)()1(,1)1( 111 ojjj ba== αα     (III.20) 

The recursive calculation is terminated at time T, and then the required forward 

probability is: 
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∑
=

==
N

i
iNiN aTTMOP

1
)()()|( αα .   (III.21)                        

Similarly, a backward variable βj(t) is defined as the probability of the partial obser-

vation sequence from t+1 to the end: 

)|)(,,,()( 1 MjtxooPt Ttj == + Kβ .   (III.22) 

Using the following recursion:  

∑
=

+ +=
N

j
jtjiji tobat

1
1 )1()()( ββ ,   (III.23) 

and the initial condition given by:  

 iNi aT =)(β  .     (III.24) 

Therefore, the probability of state occupation can be determined as the product of the 

forward and backward probabilities computed as: 

)()(1)( tt
p

tL jjj βα= .    (III.25) 

3.3.3 Recognition and Viterbi Decoding 

As described in the previous section, the forward probability is computed as the total 

likelihood P(O|M) of a model. Therefore, this algorithm could also be used for recogni-

tion to find the model which produces the maximum value of P(O|Mi). 

However, it is more practical to compute the total likelihood based on the maximum 

likelihood state sequence rather than the total probability. The Viterbi algorithm follows 

this approach, which is the same as the forward probability calculation except that the 

summation is replaced by a maximum operation [106]. 
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For a given model M, let )(tjφ  represent the maximum likelihood of observing 

speech vectors o1 to ot and being in state j at time t. This partial likelihood can be com-

puted efficiently using the following recursion:  

)(})1({max)( tjijiij obatt −= φφ .   (III.26) 

where: 

)()1(,1)1( 111 oba jjj == φφ
    

(III.27) 

Therefore, the maximum likelihood P(O|M) is then given by: 

{ }iNiiN aTT )(max)( φφ = .    (III.28) 

The recursion of Equation III.28 using log likelihood becomes: 

))(log()}log()1({max)( tijijiiN obatt ++−= ψψ .   (III.29) 

After finding the maximum likelihood, the corresponding state sequence can be de-

termined by tracking back from the maximum state at time T. 

3.3.4 HTK Toolkit 

The HMM Toolkit (HTK), developed by the Cambridge University Engineering De-

partment, is a powerful software package which provides numerous modules for building 

Hidden Markov Models [106]. As shown in Figure 10, HTK is furnished with a variety of 

flexible tools for data preparation, HMM training and testing as well as result analysis in 

speech recognition.  

For the task of data preparation, the tool HSLab can be used both to record the 

speech and to manually annotate it with any required transcriptions. HCopy copies 

speech waveform files, and a variety of mechanisms is provided for extracting speech 
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feature vectors such as MFCCs, LPCs. The script-driven label editor HLEd is designed to 

change transcription files such as reducing phone set and generating context-dependent 

labels. 

 

Figure 10: HTK tools [106] 

Several HMM training strategies can be performed in HTK with different training 

tools. If the phonetic labeled training data is available, the training of each model can 

start with HInit to uniformly segment the data and iteratively compute an initial set of 

means and variances. These initial parameter values are then further re-estimated by 

HRest using the Baum-Welch algorithm. HERest performs a single Baum-Welch re-

estimation of the whole set of HMM phone models simultaneously. For each training 

sentence, the corresponding phone models are concatenated and then the forward-
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backward algorithm is used to accumulate the statistics of state occupation, mean and 

covariance matrices. 

The recognition tool HVite performs the Viterbi-based decoding. The information 

required by the tool includes a network describing the allowable word sequences, a 

dictionary defining how each word is pronounced and a set of HMMs.  

The analysis tool HResult uses dynamic programming to compare the two transcrip-

tions and then counts substitution, deletion and insertion errors, as well as global 

performance measures. HResults can also provide speaker-by-speaker breakdowns, 

confusion matrices and time-aligned transcriptions. 

The uses of HTK in this dissertation include: 

1. Constructing HMM based phonetic recognizers using training tools HInit, HRest, 

and HERest; performing phone recognition with the Viterbi algorithm HVite for 

the evaluation of proposed methods; and obtaining state boundaries of the train-

ing data for creating the state level training targets for the neural networks used 

in this dissertation; 

2. Analyzing recognition results using the tool HResult for both the training and test 

data in terms of phonetic recognition accuracy; 

3. Extracting the MFCC features with HCopy for the comparison with the DCTC-

DCSC features. The 62 phone set in the database was reduced to 48 using the 

transcription editor tools HLEd, and; 

4. Language Model tools, such as HLStats and HBuild, were used to create phone 

bigram information as the language model of the recognition in the evaluation. 
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3.4 Experimental Evaluation 

3.4.1 TIMIT Database 

Several phonetic recognition experiments based on the TIMIT database [28,122] 

were conducted to evaluate the DCTC-DCSC features using the HMM based statistical 

modeling.  

The TIMIT database contains a total of 6300 utterances, 10 utterances spoken by 

each of 630 speakers from 8 major regions of the United States, each with a different 

dialect. Of the text material in the database, two dialect sentences (SA sentences) were 

designed to expose the specific variants of the speakers and were read by all 630 speak-

ers. There are 450 phonetically-compact sentences (SX sentences) which provide a good 

coverage of pairs of phones. Each speaker read 5 of these sentences and each text was 

spoken by 7 different speakers. A total of 1890 phonetically-diverse sentences (SI 

sentences) were selected from existing text sources to add diversity in sentence types and 

phonetic contexts. Each speaker read 3 of these sentences, with each text being read only 

by a single speaker. The database is divided into training and test sets. The training set 

consists of 4620 sentences spoken by 462 speakers and the test set consists of 1680 

sentences spoken by 168 speakers. 

In addition to the speech waveform files, time-aligned phonetic and word transcrip-

tions are included for both the training and test data sets.  

In this evaluation, the SA sentences were removed from the database, resulting in 

3696 sentences (approximate 5 hours) for the training and 1344 sentences (approximate 2 

hours) for the test. The original TIMIT 62 phone set was mapped to the reduced 48 phone 
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set described in the work of Lee and Hon [56], with the glottal stop q deleted from the 

TIMIT set. The TIMIT and reduced phone sets are listed in Table 2.   

Table 2: List of reduced TIMIT phone set 

Reduced 
Phone 

TIMIT Phone Reduced 
Phone 

TIMIT Phone Reduced 
Phone 

TIMIT Phone 

iy iy l l g g 
ih ih el el p p 
eh eh r r t t 
ae ae y y k k 
ix ix w w z z 
ax ax-h er er axr zh zh 
ah ah m m em v v 
uw uw ux n n nx f f 
uh uh en En th th 
ao ao ng ng eng s s 
aa aa ch ch sh sh 
ey ey jh jh hh hh hv 
ay ay dh dh cl pcl tcl kcl qcl 
oy oy b b vcl bcl dcl gcl 
aw aw d d epi epi 
ow ow dx dx sil #h pau 
 

Additionally, there are seven groups and within each ground confusions are not 

counted for recognition accuracy, resulting in 39 phone categories for the final evalua-

tion: {sil, cl, vcl, epi}, {el, l}, {en, n}, {sh, zh}, {ao, aa}, {ih, ix}, {ah, ax}. 

3.4.2 Experimental Setup 

Left-to-right Markov models with 3-states were used and each state was represented 

as a GMM. A total of 48 monophone HMM models were created from the training data 

using the HTK toolbox. Each model was initialized with the training data and the phone 

level transcription, and the parameters including the mean and covariance matrices for 

GMMs were computed for each model state with uniformly segmented data. These initial 
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parameter values are then further estimated using the Viterbi alignment for 20 iterations.  

Finally, the Baum-Welch algorithm described in Section 3.3.2 was performed to re-

estimate the parameters using the entire transcriptions for 8 iterations. In the recognition 

process, each test sentence was identified using the Viterbi algorithm, which determines 

the model with the highest likelihood of matching each phone.  

The dictionary used for the phone recognition consisted of 48 phoneme pairs in addi-

tion to two silences for the start and end models. The language model, or the grammar, 

for these experiments was the phone bigram computed from the training data. 

3.4.3 Experiment with DCTC features 

This experiment evaluated the spectral only DCTC features. The number of DCTC 

terms and the frame size were also varied to explore how the frequency resolution of 

DCTCs affects recognition performance. The speech signal of the TIMIT database was 

pre-filtered with center frequency of 3200 Hz. The spectrum was processed for the 

frequency range 50 to 7000 Hz.  

 

Figure 11: Mel frequency warping functions with warping factors of 0.5 (left panel) and 0.25 (right 

panel) 
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As shown in Figure 11, the Mel warping function as described in Equation III.7 was 

used with a warping factor of 0.5.  

Figure 12 shows the recognition accuracies of the various numbers of DCTCs based 

on 3-state HMMs with 3 mixtures per state. The DCTC features were obtained using a 

frame of 8 ms with a spacing of 2 ms, a frame of 25 ms with the spacing of 10 ms and 2 

ms. 

The DCTCs obtained with the 8 ms frames performed considerably better than those 

of 25 ms frames using a 10 ms frame spacing. For example, the accuracy when using 13 

DCTCs with 8 ms frames is 53.6%, approximately 18% higher than the same number of 

DCTCs with 25 ms frames. With the same spacing of 2 ms, the features of 25 ms frames 

show the similar performance as those of 8ms, indicating that the short term features 

could greatly improve the recognition performance. Meanwhile, the recognition accuracy 

increases with the expanding number of DCTCs, but with only a slight improvement 

being achieved with more than 13 DCTCs. 

  

Figure 12: Recognition accuracies of using various numbers of DCTCs 
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3.4.4 Experiment with DCTC-DCSC features 

The combination of the DCTC-DCSC features was tested in the experiments in order 

to evaluate the effectiveness of the spectral-temporal features for speech recognition. The 

13 DCTCs, which performed the best in the previous experiment using 8 ms frames and 2 

ms spacing, were integrated with various numbers of DCSCs. Therefore, the dimensio-

nality of the feature set resulted in a large number. For example, in the case of using 6 

DCTCs, a total of 78 features (13 DCTCs x 6 DCTCs) were computed.  

 

Figure 13: Time warping functions with warping factors of 8 (top left panel), 10 (top right panel), 

and 12 (bottom panel) 
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The block lengths used for DCSCS included 100 ms, 200 ms, and 500 ms. The time 

warping factors for a Kaiser function were 8, 10 and 12 respectively as plotted in Figure 

13. The block spacing was 4 frames for all the cases.  

As shown in Figure 14, the recognition accuracy increases substantially with the ex-

panding number of DCSCs, although with more than 5 DCSC terms or 65 DCTC-DSCS 

terms the advantage decreases. The feature set of 500 ms frames outperformed the sets of 

shorter frame lengths. The highest result of 63.3% was obtained using 5 DCSCs with a 

block length of 500 ms. 

These results imply that the temporal DCSC feature is able to capture more informa-

tion from the speech, thus leading to a more efficient feature set for speech recognition. 

The recognition performance benefits from the longer block length used for computing 

DCSCs instead of higher time resolution, showing the importance of the long temporal 

context for speech recognition. 

 
Figure 14: Recognition accuracies of using various numbers of DCSCs 
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Since it has been shown that the DCTC-DCSC features are able to capture the varia-

tions in both the frequency and time domain, more mixtures may be required in an HMM 

state to represent these features. Therefore, another set of experiments was conducted on 

DCTC-DCSCs with varying number of mixtures for the HMMs.  

Table 3: DCTC-DCSC features for the evaluation 

Feature Set Frame 
length  
(ms) 

Frame 
spacing 
(ms) 

Freq. 
warping 

Block 
length 
(ms) 

Block 
spacing 
(ms) 

Time 
warping 

1 8 2 0.5 500 8 12 

2 8 2 0.5 200 8 8 

3 25 10 0.5 500 10 12 

 
 A total of 78 DCTC-DSCSs (13 DCTCs x 6 DCSCs) were extracted using the dif-

ferent conditions as listed in Table 3. For the comparison, 39-dimensional MFCC features 

(12 coefficients plus energy with the delta and acceleration terms) were also computed 

using the frame space of 10 ms and window length of 25 ms.   
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Figure 15: Recognition accuracies using 1-state (top panel) and 3-state HMMs (bottom panel) with 

various numbers of mixtures 

As shown in Figure 15, the HMMs using more mixtures lead to higher accuracies. 

The highest accuracy of 72.1% was achieved for the features using 8 ms frames and 500 

ms blocks based on 3-state HMMs with 64-mixtures. Similar to the experiment in Section 

3.4.3, the feature sets derived from 8 ms frames performed better than those obtained 
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using 25 ms frame lengths. The best DCTC-DSCSs were obtained using 8 ms frames and 

500 ms blocks. 

The integrated DCTC-DCSC features incorporating a large number of mixtures in 

HMMs are able to substantially improve recognition performance, especially the feature 

set representing spectral information with medium spectral resolution and long temporal 

information. 

3.5 Conclusions 

In this chapter, the DCTC/DCSC features were investigated in the interest of obtain-

ing a comprehensive feature set to capture both the spectral and temporal variations in 

speech. Continuous Density HMMs were also introduced as a powerful statistical model-

ing method for continuous speech features, especially temporal-spectral features such as 

DCTC/DCSCs.  

From the experimental results, the following conclusions can be drawn: 

1. Compared to standard features such as MFCCs which are generally extracted us-

ing 25 ms frames and 10 ms spacing, short term DCTCs (e.g. obtained with 8 

frames and 2 ms spacing), which capture more temporal variations, are better 

sources for speech recognition; 

2. The combination of spectral DCTCs and temporal DCSCs is significantly better 

than using DCTCs alone, showing the effectiveness of temporal-spectral features 

in speech recognition;  

3. The DCSC features obtained with long block length (e.g. 500 ms) are able to 

well represent extended temporal context in order to improve recognition per-

formance, and; 
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4. The integrated DCTC-DCSC features incorporating a large number of mixtures 

in HMMs are able to substantially improve recognition performance, especially 

the feature set representing spectral information with medium spectral resolution 

and long temporal information. 
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Chapter IV Hybrid NN/HMM Recognition Model  

4.1 Introduction 

Although HMMs have been successfully applied in a variety of ASR tasks for at 

least the past two decades, standard HMMs, which are trained with the forward-backward 

or Viterbi algorithms based on the Maximum Likelihood criterion, result in poor discri-

minative power among different models. In addition, the acoustic modeling of HMMs 

using GMMs depends on strong assumptions of statistical properties. For example, the 

speech is assumed to be Gaussian as the Gaussian distribution is used to represent a state 

of the HMMs and the random deviation of a speech vector in a state is assumed to follow 

a Gaussian distribution. Each dimension of the speech feature vector is assumed to be 

independent when the diagonal covariance matrices are used in GMMs. However, the 

speech signal does not necessarily follow these assumptions. 

In contrast, neural networks make no assumptions about feature statistical proper-

ties and have several qualities making them attractive feature classifiers for speech 

recognition. When used to estimate the probabilities of a speech feature segment, neural 

networks allow discriminative training in a natural and efficient manner. Few assump-

tions on the statistics of input features are made with neural networks. Furthermore, 

neural networks have been found to cope well with highly correlated and unevenly 

distributed features such as spectral energy from several adjacent frames [20]. However, 

in spite of their effectiveness in classifying short-time units such as individual phones and 

isolated words [104,117], neural networks are rarely successful for continuous recogni-

tion tasks, largely because of their lack of ability to model temporal dependencies.  
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Over the past two decades, there has been a lot of research devoted to combining 

HMMs and neural networks with a single, integrated architecture, called hybrid 

NN/HMM speech recognition [94]. These hybrid systems attempt to take advantage of 

both HMMs and neural networks to improve flexibility and recognition performance. For 

example, the hybrid system proposed by Bourlard and Morgan [8] applied a neural 

network to estimate the posterior probabilities of HMM states. Rigoll et al. [78] com-

bined context dependent discrete HMMs and neural networks for a hybrid system, in 

which neural networks are used as vector quantizers to map the speech feature vectors to 

discrete output labels. A self-organizing learning approach was also proposed to maxim-

ize the mutual information between the network output labels and the phone labels. 

Recently, the so-called TANDEM recognition approach [36,20] has resulted in a large 

improvement in recognition performance. This approach connects a neural network in 

tandem with HMMs and speech features are transformed by the neural network for 

discriminative features, which then become the input to the GMM based HMMs.  

 In this chapter, a combination of a neural network and HMM is presented for a 

phonetic recognition system. In order to obtain an effective speech representation for the 

HMM based recognition model, the neural networks employed in this approach are 

trained as feature classifiers to maximize discrimination of phones from speech features. 

Several nonlinear functions of the network nodes are also explored to find the optimal 

nonlinearity of the network for this hybrid approach. In addition, an established linear 

dimensionality reduction method, Principal Component Analysis (PCA), is also used to 

de-correlate and reduce the number of features. Portions of this chapter were given in the 
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works of Hu and Zahorian [39,41]. This chapter provides a comprehensive description of 

the approach including the investigation of various nonlinear functions.  

The remainder of this chapter is organized as follows: In Section 4.2, several archi-

tectures of neural networks are introduced for speech recognition, followed by the 

descriptions of the recognition and network training algorithms. Section 4.3 summarizes 

hybrid NN/HMM recognition models and introduces the major categories of these 

models. A hybrid method, which uses a neural network as a feature transformer, is 

proposed in Section 4.4, as well as the details on network training. Section 4.5 describes 

the evaluation of the proposed approach based on the TIMIT database with various neural 

networks and HMM configurations. The conclusions are given in Section 4.6. 

4.2 Neural Networks in Speech Recognition 

4.2.1 Network Architectures 

Neural networks provide an attractive feature modeling approach for speech recogni-

tion due to their strong discriminative training, ability for handling complex data, and 

flexible network configuration[101]. The first attempt to use neural networks for speech 

recognition was by Lippmann [59]in the late 1980s. Since then, a variety of neural 

networks with diverse structures have been proposed for different ASR tasks [58]. The 

most popular architectures introduced to date include Feed-forward Neural Networks, 

Time-Delay Neural Networks (TDNNs), and Recurrent Neural Networks (RNNs).  

Feed-forward neural networks, also referred to as Multilayer Perceptrons (MLPs), 

consist of an input layer, one or more hidden layers, and an output layer. The nodes in a 

layer are only connected with their adjacent layers and there is no feedback in the net-

work. The activation of a node is calculated as the weighted sum of the connected nodes 
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in its previous layer and then a nonlinear function is applied to determine the node output. 

The architecture of these networks is the one most commonly applied for pattern recogni-

tion and becomes the foundation of other network architectures [64].   

TDNNs represent an effective attempt to construct a feed-forward network for time-

sequence processing by integrating multiple temporal input vectors into a spatial se-

quence. As shown in Figure 16, the input layer has been enlarged to store the current as 

well as a number of delayed inputs, so that each hidden unit accepts inputs from both the 

current and the previous time-slot features. Hidden units at delayed locations accept 

inputs from the input layer which are similarly shifted. This architecture has been applied 

in a variety of ASR applications, mostly for phoneme recognition. For a speaker-

dependent recognition of the phonemes "B," "D," and "G" in varying contexts, a signifi-

cant recognition rate of 98.5% was achieved with TDNNs [96].  

 

Figure 16: A Time Delay Neural Network [94] 
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RNNs allow the connections between arbitrary pairs of nodes, independent of their 

layer positions. These extended connections include the self-recurrent loop of a node and 

backward connections to previous layers [1,61,102]. Similar to TDNNs, RNNs were 

invented to deal with the temporal dependency of network inputs. Figure 17 illustrates an 

example of this network. The outputs of the hidden nodes are used as context inputs, and 

the input vector along with context inputs are input into hidden nodes in the next process 

cycle [64]. 

Remarkable results were obtained for the task of phoneme recognition based on this 

network. The phoneme recognition accuracy for the TIMIT database on a reduced 39 

phone set is 69.8%, which compares favorably with the results of using standard HMMs 

[81].  

 

Figure 17: A simple recurrent neural network [64] 
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In this dissertation, feed-forward neural networks are investigated to explore the 

combination of these networks with HMMs as well as the possibility for feature dimen-

sionality reduction. Therefore, the neural networks used in the remainder of this 

dissertation are feed-forward neural networks.   

4.2.2 Recognition and Back-propagation Network Training 

As described in Section 2.3.2, the outputs of a feed-forward neural network are cal-

culated as the nonlinear function of the weighted sums of the hidden nodes, and the 

hidden nodes are further determined using the input nodes and the corresponding weights 

in the same manner. For such a network with input, hidden and output layers, the rela-

tionship between the output zk for the kth output node and the inputs x can be generalized 

as:  
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where wkj denotes the weight from node k to node j and f() is the nonlinear function used 

in each node. The number of nodes in the hidden layer is n and the number in the input  

layer is d.  Furthermore, the summation operation of the hidden nodes in Equation IV.1 

can be repeated to express a network with more than one hidden layer.  

For recognition such as isolated phoneme classification, the input layer is generally 

designed to accept speech features, thus the number of the input nodes is the dimension 

of the feature vector. The number of the output nodes is mainly controlled by the number 

of recognition categories, with one node for each category. The node with the maximum 

output value indicates the category to which that input vector is classified.  
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The number of hidden layers and their nodes are independent of the input feature 

dimensions and the nature of the recognition categories. Although it has been shown that 

one hidden layer with a sufficient number of nodes is able to present any continuous 

function from input to output [19], in practice, the use of multiple hidden layers is 

favored by many ASR systems, especially for complex recognition tasks.   

In general, the activation function is desired to be nonlinear, be continuously  

differential, and saturate. Other properites required for the function are continuity and 

smoothness so that it can be defined throughout the range of its argument. For the above 

reasons, the sigmoid is the most popular choice for the use as the activation function [19]. 

The basic form of a sigmoid function given an input net is: 

⎥
⎦

⎤
⎢
⎣

⎡
+
−== −+

−+

netbnetb

netbnetb

ee
eeanetbanetf )tanh()( ,  (IV.2) 

where a and b are constant variables.  

Moreover, the different activation functions can be used in a network. For example, 

the functions in the output layer are allowed to be different from the ones in the hidden 

layer, and even each individual node can be assigned a different activation function. 

The training process for neural networks is designed to adjust weights to minimize 

error between output nodes and the neural targets for inputs. The most successful training 

algorithm is the Back-Propagation algorithm, which looks to minimize the error function 

in weight space using the method of gradient descent [83,19]. A brief explanation of the 

algorithm is presented below. 

First, a training error function J(W) between the desired output tk and the actual out-

put zk is defined as: 
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where T={t1,…, tc} and Z={z1,…, zc}are the target and network output vectors of length 

c and W represents all the weights in the network. 

  The back-propagation learning rule is based on gradient descent. The weights are 

initialized with random values, and updated with a learning rate of η to reduce the error 

as: 
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The updating for a weight vector at iteration m is:   

WmWmW Δ+=+ )()1( .    (IV.5) 

The calculation is repeated for each weight of the network until the weight updating 

drops below a threshold.   

In the calculation of weight update ΔW, the hidden-to-output weights are first consi-

dered, the derivative of the error J in respect to the weights wkj from the hidden layer to 

the output layer becomes:   
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where netk is the activation of the kth output node. The sensitivity δk of the node can be 

defined as the overall error against the net activation of the node as:  
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The last derivative in Equation IV.6 can be rewritten as: 
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Therefore, the weight update for the hidden-to-output nodes is: 

jkkkjkkj ynetfztyw )(')( −==Δ ηηδ .   (IV.9) 

Similarly, the update for the input-to-hidden nodes can be derived using the chain 

rule to compute:   
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where xi is the input for the ith input node and c the number of hidden nodes. 

4.3 Hybrid NN/HMM Models 

In order to overcome the drawbacks of neural networks and HMMs, in the early 

1990s, researchers began to explore the idea of combining HMMs and neural networks  

within a single novel model, widely known as hybrid HMM/NN models. Some research-

ers have thoroughly investigated these hybrid methods and have provided several good 

readings on this approach [94,66,7]. In this section, the following major uses of neural 

networks for HMMs are summarized.  

4.3.1 Neural Networks to Emulate HMMs 

Early approaches on hybrid models attempted to emulate HMMs by way of incorpo-

rating the dynamic programming algorithm into neural networks. Lippmann and Gold 

[59,57] implemented a recurrent neural network to behave as the Viterbi algorithm. 

However, the so-called Viterbi net was not assigned an actual training procedure and the 
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parameters were initialized through the corresponding HMMs. In a model called Alpha 

Net [9], a similar recurrent neural network was used to execute the forward-backward 

algorithm as in HMMs. This architecture resembles the forward computation of the 

alphas in the Baum-Welch algorithm, and adapts the backward procedure of the algo-

rithm for the parameter learning [94].  

Although these early works demonstrated that neural networks can be implemented 

to act as HMMs for speech recognition, the improvement in recognition performance was 

not significant. 

4.3.2 Neural Networks as Vector Quantizers for Discrete HMMs 

Since discrete HMMs require a clustering technique to convert continuous feature 

vectors into discrete symbols for the determination of the state output probabilities, a 

number of researchers applied neural networks to the problem of generating codebooks 

for discrete HMMs. Most of those works relied on Kohonen’s Learning Vector Quantiza-

tion (LVQ) as an effective neural alternative to standard clustering algorithms.  

A good example of this approach is a hybrid system proposed by Rigoll et al. [78] 

for speaker independent continuous speech recognition in a large vocabulary task. The 

system is trained by an information theoretic based algorithm to maximize the mutual 

information between the network outputs and the phone descriptions. Neural networks 

are employed to perform vector quantization on the acoustic features. The statistical 

distributions of the VQ labels are then modeled using HMMs with discrete output proba-

bility distribution functions. A decrease of 35.5% in Word Error Rate (WER) over a 

classical VQ based HMM system was achieved in this hybrid system. 
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 Jang and Un [42] presented a hybrid system for isolated word recognition based on 

the same approach. Time delay neural networks and HMMs are combined using the 

activations from the second hidden layer of the neural as the outputs of a fuzzy vector 

quantizer (FVQ). The HMM algorithm is modified to accommodate these FVQ outputs. 

The experimental results for an isolated Korean word database showed a 44.9% WER 

reduction with respect to standard discrete HMMs. 

4.3.3 Neural Networks to Estimate State Posterior for HMMs 

In this approach, neural networks are used to estimate state posterior probabilities 

for continuous density HMMs in place of Gaussian Mixture models. Bourlard and 

Morgan [8] first proposed this architecture and trained neural networks to perform a non-

parametric estimate of the posterior probability of an HMM state. This hybrid system has 

been applied to the SRI’s DECIPHER system and a 5.8% WER was achieved as opposed 

to an 11% rate with standard HMMs.  

In the so-called Hidden Neural Networks (HNN) model introduced by Riss and 

Krogh [79,80], the standard HMM probability parameters are replaced by the outputs of 

neural network. To ensure a probabilistic interpretation, the HNN is normalized globally 

as opposed to the local normalization on parameters in standard HMMs. Furthermore, all 

parameters in the HNN are estimated simultaneously according to the discriminative 

conditional maximum likelihood criterion.  

The advantages of these hybrids are the relative ease of implementation, due to a 

training scheme that relies on alternating between Back-propagation and a standard 

Viterbi alignment, as well as a discriminative training criterion for improved recognition 
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performance. However, the weakness of the approach is the lack of a well defined global 

optimization scheme at the system level. 

4.3.4 Neural Networks as Feature Transformers  

The continuous density HMMs assume that the speech features are uncorrelated and 

Gaussian distributed, but the actual features generally do not follow these assumptions. In 

this hybrid approach, neural networks are used to reduce the correlations among the 

features and transform the features into lower dimensional representations so as to be 

better modeled by HMMs. For example, in the work of Hermansky et al. [36], a neural 

network was combined with HMMs in a tandem structure as a preprocessing, called 

tandem acoustic modeling. Having nonlinear transformation ability, neural networks in 

this approach are able to transform a vector of acoustic features into a more effective 

representation for continuous HMMs. 

Meanwhile, a number of researchers used the simultaneous estimation of all parame-

ters for both the HMM and ANN according to global optimization criteria. Bengio et al. 

[3] attempted to perform global optimization by driving the neural network gradient 

descent with parameters computed in the HMMs. In the work of Johansen and Johnsen 

[44], the global optimization technique was used to train a neural network as an extractor 

of a joint input feature for an HMM relying on the Maximal Mutual Information (MMI) 

criterion [82].  

Furthermore, Somervuo [90] has compared this nonlinear feature transformation 

based on neural networks with other linear transformation methods. Experimental results 

showed that the features following the neural network transformation were able to 

significantly improve HMM performance.  
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4.4 Tandem NN/HMM model   

4.4.1 Structure Overview 

As described in Section 3.3, the acoustic modeling of HMMs using GMMs assumes 

that speech features are Gaussian as a Gaussian distribution is used to represent each 

state. In addition, each dimension of the speech feature vector is assumed to be indepen-

dent when diagonal covariance matrices are used in GMMs. Another limitation with 

HMMs is the use of non-discriminative training which results in poor discrimination 

among the models.  

In order to overcome these limitations, this chapter focuses on the strong discrimina-

tion power of neural networks and investigates the use of a neural network as a feature 

transformer for an HMM based recognition system. A feed-forward neural network is 

employed to perform a nonlinear transformation of speech features. The discriminatively 

trained neural network assists in maximizing the discrimination of speech features, and 

the correlation among features can be reduced by using the network trained with ortho-

gonal targets. Thus, the neural network outputs, which are used as the transformed 

features, form an uncorrelated and highly discriminative representation of the original 

ones for the recognition based on HMMs.  

The architecture of the neural network based feature transformation for HMM phone 

recognition is illustrated in Figure 18. As the first step, a discriminatively trained multi-

layer neural network performs a feature transformation on the input speech features and 

transformed features are produced at the output layer. The transformed features are then 

fed into an HMM based phonetic recognizer and encoded into phonemes with the incor-

poration of a phone dictionary and a bigram language model. 
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Figure 18: Overview of the neural network based discriminative feature transformation 

  This method uses the neural networks as a form of preprocessing. The learning of 

the neural network is conducted based on the training targets obtained from the data 

transcriptions, independent of the training process of HMMs. The feature transformation 

of the network is also independent of the HMM process. Thus, the neural network in this 

method results in a simple and fast process, and contains the flexibility and potential to 

combine the network with other processing methods. 

The neural network includes an input layer, hidden layers and an output layer. The 

numbers of nodes contained in the input and output layers respectively correspond to the 

dimensions of the input features and the number of categories in the training target data. 

In the case for which there are fewer output nodes than input nodes, the network reduces 

feature dimensionality.  

In optimizing the design of a neural network, an important consideration is how to 

determine the number of hidden layers and an appropriate number of hidden nodes in 

each layer. A neural network with no hidden layers can form only simple decision 

regions, which is not suitable for highly nonlinear and complex speech features. Although 

it has been shown that a neural network with a single hidden layer is able to represent any 
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function with a sufficient number of hidden nodes [19], the use of multiple hidden layers 

generally provides flexible configuration such as distributed deployment of hidden nodes, 

and diverse nonlinear functions for different layers. Of the number of hidden nodes, a 

small number reduces the network’s computational complexity. However, the recognition 

accuracy is often degraded. The more hidden nodes a network has, the more complex a 

decision surface can be formed, and thus better classification accuracy can be expected 

[64]. Generally, the number of hidden nodes is empirically determined by a combination 

of accuracy and computational considerations, as applied to a particular application. Later 

in this chapter, experimental results reflect recognition accuracy as a function of the 

number of hidden layers and hidden nodes.  

Phoneme HMMs are used as the recognizer for phonetic experiments, although other 

recognition units could be used. In the calculation of the emission probability for each 

state in an HMM, the transformed features are used instead of the original features. After 

emission and transition probabilities are estimated, the Viterbi algorithm is used to 

calculate the overall probabilities of a feature vector over HMMs and to determine the 

model with highest probability as the recognition result. 

The parameters of the HMMs are trained by the Baum-Welch estimation algorithm 

as described in Section 3.3.2. Some global optimization training methods have been used 

in hybrid NN/HMM recognition models [3,77]. However, in this chapter, the weight 

training of neural network is conducted independently from the HMM training. 

4.4.2 Network Training 

A difficulty in neural network training is that the input data has a wide range of 

means and variances for each feature component. The variability in ranges can lead to 
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difficulties in training. In order to avoid this, the input data should be scaled so that all 

feature components have the same mean and variance.  

In this dissertation, the input feature vector x at time i is scaled using: 
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= ,     (IV.11) 

where µ is the mean vector and σ is the standard deviation vector of input features. The 

scale factor r was set to 5.  By using this scaling, the mean of each scaled vector compo-

nent of o is 0.0, and the standard deviation of each component of o is 0.2, thus resulting 

in a range of approximately [-1, 1] for all the scaled feature vectors.  

The mean vector µ and standard deviation vector σ were computed from the training 

data. However, both training and test data were scaled with the same mean and standard 

deviation vectors.  

The training of the neural network requires category information for creating training 

targets. These targets are also desired to be uncorrelated and suitable for quicker conver-

gence of weight update. In this work, phoneme category information is used to create 

training targets. The dimensionality of the targets is equal to the number of phone catego-

ries, with a value of “1” for the target category and “0s” for the non-target categories.  

For the case of 48 phone categories used for the neural network training, the target 

vectors are 48 dimensions and each vector consists of only one peak value to indicate the 

category. Figure 19 illustrates a sequence of training targets for several phonemes using 

48 categories.  



 

72 

 

 

Figure 19: Training target vectors of the neural network 

Different category information can be used for the NN training as compared to the 

categories used for HMM training since the training of the network is independent of the 

HMM training. For example, as an alternative to the use of phoneme categories, phone 

group (e.g. vowel, stop, fricative) categories can be used to train the network for max-

imizing the discrimination among these groups. 

  The weights of the neural network are estimated using the Back-Propagation algo-

rithm to minimize the distance between the scaled input features and target data. The 

update of the weight in each layer depends on the activation function of that layer, thus 

the network learning can be designed to perform different updates when dissimilar 

activation functions are used.  

Figure 20 illustrates an original feature set of 78 DCTC-DCSCs, the scaled features, 

the training target data and the outputs of the trained neural network. 
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Figure 20: The illustrations of original features (top left), scaled features (top right), training target 

data (bottom left), and network outputs (bottom right) 

4.4.3 Network Layer Nonlinearity 

The nonlinearity is the activation function of a node. It performs a nonlinear trans-

formation on the weighted sum of the inputs, and determines the output of the node. As 

described in Section 4.2.2, the activation function should be nonlinear, continuously 

differentiable, and it should saturate. In this section, the following popular activation 

functions are discused: 

1. Linear activation function; 

2. Unipolar sigmoid function; 

3. Bipolar sigmoid function, and; 
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4. Softmax function. 

The linear activation function, also referred to as an identity activation, produces an 

identical output to its input: 

 netnetf =)(0 .    (IV.12) 

The weight update is generally a constant value, for example, an update of 0.5 is 

used in this dissertation.   

If the linear function is used throughout the network, then the network configurations 

are equivalent to some linear regression models [46]. As a result, it is uncommon to use 

linear functions in all nodes of a network. 

The unipolar sigmoid function maps the node input to a range of values between [0, 

1]: 
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The derivative of the function for weight update in the training is: 
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The bipolar sigmoid function maps the input into the range of [-1, 1] : 
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The derivative of the bipolar sigmoid function is: 
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The softmax function takes all the nodes in a layer into account and calculates the 

output of a node as:  
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where neti is the activation of node i and c the number of nodes in the layer. By as-

signing a softmax activation function to the output layer of the neural network for 

categorical target variables, the outputs can be interpreted as posterior probabilities.  

The weight update is based on the derivative of the function: 

))(1)(()( 33
'

3 netfnetfnetf −=  .    (IV.18) 

A brief proof of Equation IV.18 starts with a rewritten form of the function: 
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Using the Quotient rule of the derivative: 
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The equation can be rewritten as:  
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It is clearly shown that Equation IV.18 is obtained by substituting Equation IV.20 in-

to Equation IV.21.   

Figure 21 shows the illustrations of the linear, and the two sigmoid functions.  
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Figure 21: Illustrations of a linear activation function (left), a unipolar sigmoid function (middle) and 

a bipolar sigmoid function (right)  

Another important consideration in selecting an activation function is that the 

activation function should match the characteristic of the input or output data. For exam-

ple, with training targets assigned the values of “0” and “1”, a sigmoid function with the 

outputs in the range of [0, 1] is a good candidate for the output layer. When the outputs of 

the network are to be used as transformed features for the HMM recognition, a linear 

function or a softmax function is appropriate to generate the data with a more diverse 

distribution, such as one that would be well-modeled with a GMM. Moreover, equipped 

with various nonlinearities, the neural network is expected to have a stronger discrimina-

tive capability and thus it is enabled to cope with more complex data. 

The behavior of a neural network with nonlinear functions is difficult to prove theo-

retically. Therefore, experiments were conducted to investigate various nonlinearities in 

different layers and even different nonlinearities in the same layer depending on whether 

they are in the training or transform process.  
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4.4.4 Principal Component Analysis (PCA) for Feature De-correlation 

As described in Section 3.3, for the covariance matrices of GMMs in HMMs, due to 

the computational cost for estimating parameters, diagonal covariance matrices are 

generally used instead of full covariance versions. Thus, the components in a feature 

vector are assumed to be uncorrelated with each other. In order to reduce the correlation 

of the network outputs and improve the match to a GMM, Principal Component Analysis 

(PCA) processing is often applied to the output of the neural network [20,36] 

PCA analysis is a mathematical procedure that transforms a number of possibly cor-

related variables into a smaller number of uncorrelated variables called principal 

components. The first principal component accounts for the majority of the variability in 

the data, and each succeeding component uncovers as much as possible of the remaining 

variability. The principal components are ordered in terms of variance, with the first 

principal component accounting for the most variance and thus generally considered the 

most important principal component. 

Additionally, since PCA is a good dimensionality reduction method, the dimension 

of the network outputs can be reduced using PCA to obtain more compact and effective 

transformed features. 

4.5 Experimental Evaluation 

4.5.1 Experimental Setup 

Several experiments based on the TIMIT database were conducted to investigate the 

proposed hybrid method using different network configurations and nonlinearities. As 

described in Section 3.4, the SA sentences were removed from the database, resulting in 



 

78 

 

3696 sentences for the training and 1344 sentences for the test. The original TIMIT 62 

phone set was mapped to the reduced 48 phone set.  

For both training and testing data, the best DCTC-DCSC features obtained in the ex-

periments of Section 3.4, were 78 DCTC-DCSC features (13 DCTCs × 6 DCSCs) with 

medium spectral resolution and long temporal information, and were extracted as original 

features. These temporal-spectral features used DCTCs for representing spectral informa-

tion and DCSCs for capturing spectral trajectories. The 13 DCTCs were computed using 

a frame of 8 ms with a spacing of 2 ms, and a warping factor of 0.5. The block length 

used for computing 7 DCSCs was 500 ms (250 fames), the block spacing was 8 ms (4 

frames) and the time warping factor was 12.   

Similar to Sections 3.4, left-to-right Markov models with no skip were used and a to-

tal of 48 monophone HMMs were created from the training data using the HTK toolbox. 

The phone bigram information extracted from the training data was used as the language 

model. Various numbers of states and mixtures were evaluated and the details are given 

in the description of the experiment in Section 4.5.4. 

Neural networks with 1 hidden-layer and 3 hidden-layers were evaluated in the expe-

riments to explore the effectiveness of neural network for feature transformation. The 

numbers of nodes in the input and output layers were 78 and 48 respectively, with 78 

corresponding to the dimensionality of the original features and 48 determined by the 

number of phone categories used in the training targets. The various numbers of hidden 

nodes in each layer were tested in order to find the best configuration of neural networks. 

The weights of the networks were trained using the back-propagation algorithm in 
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Section 4.2.2 and the training targets in Section 4.4.2 created from the phone transcrip-

tions of the training data.  

4.5.2 Experiment with Various Nonlinearities 

Since the behavior of a neural network is difficult to prove theoretically due to the 

use of nonlinear functions, this experiment was conducted to examine the network 

nonlinearity by using different combinations of activation functions.  

Neural networks with 1 hidden-layer (500 nodes) and 3 hidden-layers (300-200-300 

nodes) were used for performing a feature transformation. 3-state HMMs with each state 

represented by 3 mixtures were used to recognize phone using the transformed features. 

The PCA process was also applied to lessen the correlation of the network outputs and 

reduce the feature dimensionality.  

The combinations of activation functions with the best accuracies based on the 1 

hidden-layer network are listed in Table 4, and the results of the 3 hidden-layer network 

are listed in Table 5. The linear, unipolar sigmoid, and bipolar sigmoid functions as 

presented in Section 4.4.3 are indicated by “0”, “1”, and “2” respectively. The Softmax 

function, denoted by “4”, was utilized in the output layer for producing posterior proba-

bilities. For example, “1-0” represents using a unipolar sigmoid function in the hidden 

layer and a linear function in the output layer. “NN+PCA” means that the output of a 

neural network is further processed using PCA for the purpose of de-correlation.  

For the 1 hidden-layer network, the nonlinearity of “1-1” in training and “1-0” in 

transformation produced the highest accuracy of 62.0%, which was much higher than “1-

1” in both training and transformation. That implies that the use of linear output layers in 

the transformation results in more appropriate features for HMMs, or apparently features 
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better modeled as Gaussian mixture models. The use of the Softmax function in the 

output layer for feature transformation (i.e., “1-4”) also outperformed the bipolar sigmoid 

function, but was not nearly as effective as using a linear output layer.  

Table 4: Recognition accuracies with various nonlinearities based on 1 hidden-layer neural network. 

Nonlinearities Recognition Accuracies (%) 

Training Transform NN NN+PCA 

1-1 1-1 47.54 63.93 

 1-0 61.99 64.49 

 1-4 58.42 62.39 

2-1 2-0 38.39 57.60 

 2-1 60.67 62.35 

 2-4 47.18 51.87 

 

Table 5: Recognition accuracies with various nonlinearities based on 3 hidden-layer neural network. 

Nonlinearities Recognition Accuracies (%) 

Training Transform NN NN+PCA 

1-1-1-1 1-1-1-1 60.09 64.43 

 1-1-1-0 68.87 70.00 

 1-1-1-4 60.82 63.71 

2-2-2-1 2-2-2-2 38.52 50.44 

 2-2-2-0 64.67 65.23 

 2-2-2-4 44.45 56.79 

 

The neural network with the bipolar sigmoid function in the hidden layer achieved a 

similar performance to that of the unipolar version when the linear output layer was used 

in transformation, for example, 60.67% versus 61.99%. The use of the bipolar sigmoid 

function generally didn’t show any material advantage. 
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The superiority of using linear output layers is also found in the results based on the 

3 hidden-layer network. The highest accuracy of 68.87% was obtained in the case of “1-

1-1-1” in training and “1-1-1-0” in transformation, where the output layer of the network 

was changed to linear in transformation.  

Moreover, the recognition accuracies were further improved by approximately 3% 

with the incorporation of PCA, illustrating the effectiveness of PCA in reducing the 

correlation of speech features.  

4.5.3 Experiment with Various Neural Network Configurations 

The second experiment was conducted to explore various configurations of the neur-

al network such as the number of hidden layers and nodes in each unique layer. Figure 22 

shows the accuracies of 1 hidden-layer and 3 hidden-layer neural networks using various 

numbers of nodes in each hidden layer. The unipolar sigmoid function was employed in 

all layers in the training of the network, but both the sigmoid and linear functions were 

used in the feature transformation for the purpose of comparison.  

The recognition accuracy increases with an expanding number of hidden nodes used 

in the network. The 3 hidden-layer network leads to better performance compared to the 

1 hidden-layer version, even with a fewer total number of hidden nodes. For example, the 

3 hidden-layer network with 100-50-100 nodes (a total of 250 nodes) contributed to an 

accuracy of 65.25%, which is higher than 63.92% obtained with the 1 hidden-layer 

network of 300 hidden nodes. The complexity of this 3 hidden-layer network in terms of 

number of weights is 22600 (78×100+100×50+50×100+100×48) versus 37800 

(78×300+300×48) of the 1 hidden-layer network. Similar to the previous experiment, for 

both networks, the higher results were always obtained using linear output layers. 
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Figure 22: Accuracies of 1 hidden-layer (top panel) and 3 hidden-layer (bottom panel) neural 

networks using various numbers of hidden nodes 

This experiment reveals that 3 hidden-layer neural networks give stronger transfor-

mation power and more flexible configuration than in the 1 hidden-layer case. Thus 

similar performance can be achieved with fewer nodes in a 3 hidden-layer network. 
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4.5.4 Experiment with Various HMM Configurations 

In the third experiment, the transformed features obtained with the best nonlinearity 

in the previous experiments,  which were “1-1-1-1” in training and “1-1-1-0” in transfor-

mation of the 3 hidden-layers network, were recognized with various HMM 

configurations. The PCA processed features were also evaluated as well as 32-

dimensional PCA reduced features. The recognition accuracies based on 1-state and 3-

state HMMs are shown in Figure 2 with respect to the number of mixtures in each state. 

“NN+P(k)” indicates that the network output features are further reduced to k dimensions 

using PCA.  

For the case of 3-state HMMs, the transformed features after the PCA processing 

consistently lead to very high accuracies (above 69.0%) for all conditions, even when a 

very small number of mixtures are used in HMMs. Similar trends are observed using 1-

state HMMs, where the PCA processed features exhibit much higher accuracies. The 32-

dimensional PCA reduced features performed favorably with slight degradation when 

contrasted with the features without dimensionality reduction. The highest accuracy 

obtained with the PCA processed features is 72.04% using 3-state 64-mixture HMMs.   

Compared with the original features, the direct outputs of the network lead to a large 

improvement using a small number of mixtures for both the 1-state and 3-state HMMs, 

although they didn’t outperform the PCA processed features. The advantage decreases 

with an increasing number of mixtures. However, the superiority of the neural network 

diminished when a large number of mixtures (e.g., 64 mixtures) are used in HMMs. 
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Figure 23: Accuracies of 1-state (top panel) and 3-state HMMs (bottom panel) using the transformed 

features with various numbers of mixtures 

     The results of this experiment imply that neural networks are able to transform 

speech features into a more effective representation, thus potentially simplifying the 

HMM configuration.   
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4.6 Conclusions 

In this chapter, a neural network based feature transformation was presented in order 

to achieve a highly accurate HMM-based phonetic recognition system. In this hybrid 

NN/HMM approach, a neural network was employed to increase the discrimination and 

reduce the correlation of speech features so that the transformed features can be better 

modeled by GMM based HMMs. This feature transformation method applied various 

nonlinear functions in the layers of the network and even different nonlinearities in the 

same layer in different stages.   

Experimental evaluations based on TIMIT database demonstrate: 

1. The use of linear output layers produced better transformed speech features; 

2. Compared with 1 hidden-layer neural networks, the networks of 3 hidden-layers 

showed more flexibility in deploying nodes and arranging nonlinear functions as 

well as stronger transformation power; 

3. The incorporation of PCA is able to further reduce feature correlation as well as 

reducing dimensionality, and; 

4. Very high recognition accuracies with the network transformed features were 

obtained, especially when a small number of states and mixtures were used for 

HMM phonetic models. In the case of a 3-state 3-mixture HMM recognition ex-

periment, the accuracy obtained with the transformed features is about 70.0%, 

which is approximately 7% higher than that with the original features.  

However, the superiority of the neural network was not observed when a large num-

ber of mixtures (e.g., 64 mixtures) were used in HMMs. 
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Chapter V Nonlinear Discriminant Analysis Based 
Dimensionality Reduction 

5.1 Introduction 

One of the main practical difficulties for ASR is the large dimensionality of acoustic 

feature spaces. Recent research has shown that the features with high spectral resolution 

and long temporal expansion, which result in high dimensional speech representation, 

contribute considerably to high recognition accuracy. Another cause for large feature 

dimensionality is that the combination of features from different sources can compensate 

for each other to construct a more robust feature set with the potential for higher accuracy 

and more resistance to noise. However, high dimensional features present many chal-

lenges and problems, collectively referred to as the curse of dimensionality [18]. One of 

the problems is that not all the feature components are important for understanding the 

fundamental phenomena of interest. In some cases of pattern classification, classification 

results on test data even decrease as the dimensionality increases. The high dimensionali-

ty of speech features also raises the computational cost of model training and restricts the 

choice of processing methods.   

A statistically optimal strategy of dimensionality reduction is to project the data on a 

lower-dimensional subspace that captures as much of the variation of the data as possible. 

Many linear techniques, most notably Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) and several variants have been used to reduce dimensional-

ity along with this strategy [51,55,84,114,98,23]. However, these orthogonal rotations of 

the feature space are suboptimal when data is distributed primarily on curved subspaces 

embedded in the higher dimensional feature spaces.  



 

87 

 

Nonlinear PCA (NLPCA) presented in the work of Kramer [54] is an extension of 

linear PCA, which allows for nonlinear mapping between data and its principal compo-

nent. NLPCA is based on a feed-forward neural network to perform the identity mapping, 

where the network inputs are reproduced at the output layer. The activation of the internal 

bottleneck layer, which has fewer nodes than the input layer, is used as a compact repre-

sentation of the input data. Although NLPCA has been demonstrated to be more powerful 

than linear methods in a variety of classification problems such as meteorology and 

oceanography [38], its applications to speech recognition are rarely used and reported. 

In this chapter, two NonLinear Discriminant Analysis (NLDA) methods based on 

neural networks are presented for nonlinear dimensionality reduction of speech features. 

In contrast with NLPCA, the neural networks proposed are trained as feature classifiers to 

reduce feature dimensionality as well as maximize discrimination among speech features. 

The outputs of different network layers are used for obtaining transformed features. 

Moreover, the training of the neural networks uses the category information that corres-

ponds to a state in HMMs so that the trained networks can better accommodate the 

temporal variability of features and obtain more highly discriminative features in a low 

dimensional space. Portions of this chapter were presented in the works of Hu and 

Zahorian [41,39,116]. 

The remainder of this paper is organized as follows; Section 5.2 describes linear di-

mensionality reduction methods including PCA and LDA. As an extension of linear 

methods, nonlinear NLPCA is presented in Section 5.3. In section 5.4, two NLDA 

dimensionality reduction methods are proposed. The details for the network training, 

such as using methods such as state-level training targets, are also presented. Section 5.5 
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summarizes the evaluation of the proposed approaches using the TIMIT database with 

various neural network and HMM configurations. A literature comparison and the 

conclusions are given in Section 5.6 and Section 5.7 in respectively.  

5.2 Linear Dimensionality Reduction Methods 

5.2.1 Principal Component Analysis (PCA) 

As briefly introduced in Section 4.4.4, PCA is a well-established technique for fea-

ture extraction and dimensionality reduction, which is also known as singular value 

decomposition (SVD), the Karhunen-Loeve transform or the Hotelling transform in 

various fields [22]. The analysis is based on the assumption that most information about 

classes is contained in the directions in which the variations are the largest [45].  

The derivation of PCA can be viewed as a linear projection which rotates the axes to 

new positions in the space defined by the original variables. In the new rotation, there 

will be no correlation among the variables. The first principal component is the linear 

combination of projected variables that contains the greatest amount of variation. The 

second component defines the maximum amount of variations independent and ortho-

gonal to the first one. There can be as many principal components as there are original 

data dimensions, although generally fewer components are used than original dimensions.  

For a given p-dimensional data set x, the m principal components y can be computed 

using a p×m transformation matrix T defined as: 
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where the principal axes T1, T2, … Tm are orthonormal axes in the projected space. These 

axes are generally calculated by the eigenvectors of the covariance matrix of all the 

samples, which is defined as:  
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where N is the number of the samples and µ the sample mean vector. The principal axes 

T1, T2, …, Tm are the m leading eigenvectors of S: 

miiiii ,...,, ∈= TST λ ,   (V.3) 

where λi is the ith largest eigenvalue of S [98]. 

An assumption made for PCA based dimensionality reduction is that most informa-

tion found in the observation vectors is contained in the subspace spanned by the first m 

principal axes, where m<p. Therefore, each original data vector can be represented by its 

principal component vector with dimensionality m.   

Figure 24 shows an example of the PCA processing using 2-dimensional data. This 

demonstration used the MATLAB program presented in the work of Yen [105]. A set of 

data as plotted in the right panel was processed by PCA to compute the principal axes. In 

the left panel, the solid line, the first principal axis, represents the direction of the first 

principal component. The dashed line is the second principal axis and lies perpendicular 

to the first one. For the data with more than two dimensions, each succeeding component 

is always perpendicular to all the predecessors, and along the line of next greatest varia-

tion. 
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Figure 24: Plots of a set of 2-D data (left panel) and the data with principal axes obtained by PCA 

(right panel) 

As a superior linear operator for dimensionality reduction, PCA is often used for sig-

nal representation and speech compression. For example, Takiguchi and Yasuo [92] 

applied PCA to MFCCs with the aim of removing additive noise and distortion for robust 

speech feature extraction. In this method, the main speech element is projected onto low-

order features using PCA, while the noise or distortion element is transformed into high 

order features. It was shown that the use of kernel PCA instead of DCT provided better 

recognition performance for reverberant speech. In the work of Nhan and Lee [69], data-

driven PCA was used to experimentally determine critical bandwidth and filter-bank 

coefficients in the calculation of MFCCs as described in Section 2.2.3. However, PCA is 

rarely very beneficial for speech recognition, since the PCA transformation is not in-

tended for dealing with classification problems.   

5.2.2 Linear Discriminant Analysis (LDA) 

LDA is another commonly used technique for dimensionality reduction as well as 

pattern classification. In contrast to PCA, LDA preserves the discriminant information of 
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original features and linearly transforms them for the purpose of reducing feature varia-

tion in the same class and increasing the discrimination between classes. Instead of a 

global covariance matrix used in PCA, LDA requires two covariance matrices: a within-

class covariance matrix and a between-class covariance matrix. The within-class cova-

riance matrix is the local covariance of the samples from the same class, while the 

between-class matrix is the covariance mean of all the samples. Therefore, the ratio of the 

between-class variance to the within-class variance can be maximized in attempting to 

obtain the greatest separability among classes.  

Suppose there are K classes, C1,C2, … ,CK  and the ith data vector from the Cj is xji, 

where 0< i < Nj.  Nj is the number of samples from class j.  

The within-class covariance matrix SW and between-class covariance matrix SB are: 
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where µj is the mean vector of class j and µ is the global mean vector. 

A vector x on the transformed space is obtained using a linear projection matrix T:  

xTy T= .     (V.6) 

Thus, the corresponding within-class and between-class covariance matrices become: 

TSTS W
T

W =~
     (V.7) 

TSTS B
T

B =~ .     (V.8) 

A linear discriminant is then defined as the linear functions for which the following 

objective function J(T)is maximized: 
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Thus, a generalized solution for the ith column of T is the eigenvector corresponding 

to the ith largest eigenvalue of the matrix BW SS 1−

 [98]. 

The use of LDA in speech recognition started in the late 1970s in the interest of ac-

quiring features suitable for classification in a low dimensionality space. For example, 

Bocchieri and Wilpon [5] applied LDA to feature selection on a frame feature space and 

achieved encouraging results for continuous speech recognition based on HMMs. In this 

work, the feature components were ordered according to the ratio of a between-class 

measure and a within-class scatter measure. Then the highest ranked components were 

chosen to form a compact set of highly discriminative features for recognition. In the 

work of Zahorian et al. [114], two variants of LDA were investigated for an isolated-

word recognition task. Experiments demonstrated that LDA was able to enhance phonetic 

distinctions in speech features and thus improve recognition performance. Kumar and 

Andreou [55] presented heteroscedastic discriminant analysis (HDA), a model-based 

generalization of LDA derived in the maximum-likelihood framework, to handle heteros-

cedastic-unequal variance-classifier models. 

In addition to PCA and LDA, other linear dimensionality reduction methods such as 

Joint Linear Discriminants (JLDs) [49], Minimum Classification Error (MCE) [98], 

maximum likelihood Discriminant [84] have been broadly explored for various recogni-

tion tasks with mixed results reported.   

However, the common drawback of these linear methods is that only linear structures 

can be easily extracted from the data. For example, if the data represent the complicated 
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interaction of features, then the linear subspace may lead to a poor representation and a 

nonlinear subspace may be needed.  

Figure 25 illustrates the limitation of linear PCA. The straight line fit to the data ob-

tained by linear PCA does not provide much information about original curve shaped 

data and results in a poor representation of the original data [14]. As an alternative, a 

nonlinear method might discover the curve that the data lies on. 

 

Figure 25: Straight line obtained using linear PCA applied to curve shaped data [14] 

5.3 Nonlinear Principal Component Analysis (NLPCA) 

As described in the previous section, when data are nonlinearly distributed such as 

on curved subspaces, linear PCA is suboptimal in capturing principal components. A 

natural extension of linear PCA is to introduce nonlinear functions so that the data with 

curved lines can be represented by its principal components through nonlinear mapping.  
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Figure 26:  A general architecture of NLPCA [54] 

Kramer presented a nonlinear principal component analysis (NLPCA) method based 

on a feed-forward neural network. As illustrated in Figure 26, the architecture of the 

proposed network consists of five layers including three hidden layers. The middle 

hidden layer, which contains fewer nodes than input and output layers, is used as a 

bottleneck layer. The network is trained to perform an identity mapping, where the input 

is approximated at the output layer. Thus, the output of the bottleneck layer results in an 

internal representation of the input data in a dimensionality reduced space [54]. 

In NLPCA, the mapping from an input Y into feature space T can be represented as: 

)(YT G=      (V.10) 

where G is a nonlinear vector function composed of f individual nonlinear functions: G= 

(G1, G2,…, Gf) . Gi is the ith nonlinear factor of G [54] . 

The inverse transformation, restoring the original dimensionality of the data, is im-

plemented by a second nonlinear function, H= (H1, H2, …, Hm); 

)(' TY H= .     (V.11) 

The objective function, or the loss function, used to train the neural network becomes 
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 The functions G and H are selected to minimize ||E|| using supervised training algo-

rithms such as back-propagation as described in Section 4.2.2. 

NLPCA and related nonlinear methods have been applied to a variety of nonlinear 

regression and classification tasks. For example, Hsieh presented a unified view of the 

NLPCA techniques and their applications to various data sets of the atmosphere and the 

ocean [38]. In the work of Malthouse [63], the theoretical properties, geometric interpre-

tation, and parameter estimation of NLPCA were investigated for the tasks of feature 

extraction and dimensionality reduction. 

In an earlier work [116], NLPCA was applied to an isolated vowel classification 

task, and the nonlinear method based on neural networks was experimentally compared 

with linear methods for reducing the dimensionality of speech features. It was demon-

strated that NLPCA which minimizes mean square reconstruction error from a reduced 

dimensionality space can be very effective for representing data which lies in curved 

subspaces, but did not appear to offer any advantages over linear dimensionality reduc-

tion methods such as PCA and LDA, for a speech classification task. In contrast, as will 

be introduced subsequently, a nonlinear technique based on minimizing classification 

error, was quite effective for improving accuracy. 
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5.4 Nonlinear Discriminant Analysis for Dimensionality 
Reduction 

5.4.1 Neural Network Based Nonlinear Discriminant Analysis (NLDA) 

In this chapter, Neural Network Based NonLinear Discriminant Analysis (NLDA) is 

presented for the purpose of obtaining a set of compact, but highly discriminative speech 

features for an HMM-based speech recognition system. As described in Section 4.4, 

neural networks, which are trained by applying discrimination criteria subject to ortho-

gonal targets, assist in maximizing the discrimination and lessening the correlation of 

speech features. The features transformed by neural networks thus result in a more 

effective speech representation for the acoustical modeling using GMM-based HMMs.   

 Another motivation of NLDA originates from NLPCA in which an internal represen-

tation of the input data to a neural network is acquired at the middle layer in a reduced 

dimensional space. However, NLPCA, trained to approximate the input data at the output 

layer for an identity mapping, is not intended to solve classification problems. In contrast, 

the neural network based approach which follows is trained as a feature classifier to 

reduce dimensionality as well as maximize discrimination among speech features.  

This chapter presents two neural network based NonLinear Discriminative Analysis 

(NLDA) transformations, which obtain dimensionality reduced features from different 

layers of neural networks for speech recognition based on HMMs.  

In the first approach, which is referred to as NLDA1, the transformed features are 

produced from the final output layer of the network.  This approach is similar to the use 

of neural networks as described in Section 4.4, but the advantage of neural networks in 

dimensionality reduction is the focus of this approach.  
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In the second approach named NLDA2, the outputs of the middle hidden layer, with 

fewer nodes than the input layer, are used as transformed features to form a reduced but 

more discriminative dimension. 

As illustrated in Figure 27, NLDA is based on a multilayer bottleneck neural network 

and performs a nonlinear feature transformation of the input speech features. The outputs 

of the network are further processed by PCA as described in Section 5.2.1 to create 

transformed features to be the inputs of an HMM recognizer [40,41]. 

 

Figure 27: Overview of the NLDA transformation for speech recognition 

The neural network used in NLDA includes an input layer, hidden layers and an out-

put layer. The numbers of nodes contained in the input and output layers respectively 

correspond to the dimensions of the input features and the number of categories in the 

training target data. The number of hidden layers is experimentally determined as well as 

the number of nodes included in those layers.  

Similar to the work described in Section 4.4.4 and the works of Hermansky et al. 

[36,20], the PCA processing is further applied to the output of the neural network, in 

order to reduce the correlation and improve the match to a GMM. In the NLDA1 ap-

proach, the dimension of the network outputs is also reduced using PCA to obtain 
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reduced features as the output of the network are subject to the number of output nodes, 

which are determined by the dimensionality of training targets. 

The transformed features are finally recognized using HMMs with each state mod-

eled as a GMM. Phoneme HMMs are used in this work as the recognizer for phonetic 

experiments, although other recognition units could be used. After emission and transi-

tion probabilities are estimated, the Viterbi algorithm is used to calculate the overall 

probabilities of a feature vector over HMMs and determine the model with the highest 

probability as the recognition result. 

5.4.2 NLDA1 

A straightforward use of neural networks for feature transformations is to produce 

features at the output layer, where the all trained layers are activated in the transformation 

and thus the full nonlinear ability of the network is engaged.  

Following this idea, NLDA1 obtains transformed features at the output layer of a 

neural network which is trained to minimize the distance between its outputs and training 

targets. However, the transformed features, which are the approximation of training 

targets, are generally not suitable as the direct inputs for the GMMs used in HMMs. 

Another drawback is that the dimensionality of transformed features is equal to the 

number of training targets, that is, the number of phonemes for the work described in this 

dissertation. Therefore, PCA is used in NLDA1 to de-correlate the network outputs so 

that transformed features can be well-modeled with a GMM. Additionally, the trans-

formed features can be reduced by PCA into a lower dimensionality space. Figure 28 

illustrates the use of network outputs in NLDA1.  
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Figure 28: Use of network outputs in NLDA1 

As described in Section 4.4.3, selecting a nonlinear function which is appropriate for 

the characteristics of the output data is of great importance. The experiments of Section 

4.5 showed that a linear output layer in feature transformation was able to achieve data 

with a more diverse distribution, such as one that can be well-modeled with a GMM. 

Therefore, a linear output layer is used for the feature transformation, although all 

unipolar sigmoid nonlinear layers were used for the NLDA1 training.  

5.4.3 NLDA2 

Since the activations of the middle layer represent the internal structure of the input 

features, NLDA2 uses the outputs of the middle hidden layer in order to obtain low 

dimensional and highly discriminative features. The dimensionality of the reduced 

feature space is determined only by the number of nodes in the middle layer. Therefore, 

an arbitrary number of reduced dimensions can be obtained, independent of the input 

feature dimensions and the nature of the training targets. A lower dimensional representa-

tion of the input features is easily obtained by simply deploying fewer nodes in the 

middle layer than the input layer. This flexibility allows dimensionality to be adjusted so 

as to optimize overall system performance [39].   
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In contrast with NLDA1 where dimensionality reduction is assigned to PCA, for 

NLDA2, since the dimensionality reduction can be accomplished with the neural network 

only, the linear PCA is used specifically for reducing the feature correlation. 

 

Figure 29: Middle layer outputs used as dimensionality reduced features in NLDA2 

5.4.4 State Level Training Targets 

The network training of NLDA follows the same procedure as described in Section 

4.4.2. First, the original features are scaled using the mean and standard deviation vectors 

of the training data so that all components have the same mean and variance. Then, the 

weights of the network are estimated using the Back-Propagation algorithm to minimize 

the distance between the scaled input features and target data. The weight learning 

terminates when the weight updating drops below a threshold (or after a predefined 

number of weight updates). 
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The training of the neural network relies on the category information for creating 

training targets. In this chapter, a number of output nodes equal to the number of phone 

categories, with a value of 1 for the target category and 0 for the non-target categories, as 

presented in Section 4.4.2, were used as the baseline. In later experiments, the phone 

labeling information, which consists of the same 48 phone categories as that used for the 

HMM training, were used for the network training. 

Due to the nonstationarity of speech signals, a speech signal varies even in a very 

short time interval (e.g. a phoneme). In the work of Chung and Un [16], in order to 

accommodate this variability, multiple neural networks are employed with each network 

corresponding to a state in an HMM. However, multiple networks increase the complexi-

ty of network training and ignore the relationship among states. Therefore, in this chapter, 

a different strategy is explored where training targets are designed to embed state infor-

mation. Thus, a single neural network can be trained to produce state dependent outputs.  

The following three types of training targets are discussed in this chapter: 

1. Two-apex state training targets; 

2. One-apex state training targets, and; 

3. One-apex state training targets with “don’t cares.” 

The two-apex state training target uses three extra components to indicate the target 

state in addition to the 48 components which represent phone categories. Therefore, there 

are two peaks with the values of “1” which respectively represent the phoneme category 

and the state target, resulting in a compact combination of both the state and phoneme 

information. Figure 31 shows an example of the two-apex state level target, which is an 

expansion of the phone level target illustrated in Figure 30. The peak at the fifth dimen-



 

102 

 

sion represents phoneme 5, and the second peak in the last three components (e.g. 49 to 

51) illustrates the state to which the target belongs.  

 

Figure 30: Illustration of a phoneme level target 

 

Figure 31: Illustration of the two-apex state level training targets 

The one-apex state training target duplicates the phoneme specific target by the re-

quired number of the states in HMMs. For 3-state HMMs, there will be three times as 

many targets as there are distinct phones. There is a unique target for each state of each 

phone to represent the target phoneme. The duplicate, where the peak lies, indicates the 

target state. As illustrated in Figure 32, the peak “1” at the fifth component of the first 

duplicate shows that this target represents the first state of phoneme 5. There are no peaks 

in the other duplicates and the other components are all “0.” Similarly, the target for the 

second state of the same phoneme is indicated by a peak at the fifth component of the 

Phoneme Level Target

Phoneme 5
1 7 13 19 25 31 37 43 48

0

0.5

1
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second duplicate. For the later experiments reported in this chapter, 48 phonemes were 

modeled with 3 state models, thus resulting in a neural network trained with 144 outputs 

rather than 48. 

 

Figure 32: Illustration of the one-apex state level training targets 

The One-apex state training target with “don’t cares” uses “don’t care” states for 

each phoneme model, so that one neural network trained with the targets can generate 

state dependent outputs. As illustrated in Figure 33, the phone-specific training targets are 

expanded to 144 dimensions in the same manner as those used for the one-apex state 

version. However,  in the training process, for each point in time, one state target will be 

considered as a “1,” and the other two state targets for that point in time will be consi-

dered as a “don’t care” with the value of “-1”, and the state targets for all other categories 

will be considered as “0” value targets. As time progresses during a phone, the “1” moves 

from state 1 to state 2, to state 3.  
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Figure 33: Illustration of the one-apex state level training targets with “don’t cares” 

The use of “don’t cares” was based on the thinking that the features transformed by 

the neural network should be distinctive for each phoneme state, but the boundaries 

between states are likely to be indistinct. For example, the TIMIT training data used in 

the experiments of this dissertation provides only phoneme level transcriptions, thus the 

estimation of state boundary information is required, but often introduces errors due to 

the nature of unclear state boundaries and the lack of a reliable estimation approach. 

Therefore, the weights of the nodes corresponding to “Don’t cares” will not be updated in 

the training so that there are no errors computed for the “don’t care” output nodes. 

Two approaches are used to expand a phoneme level label to a state level label. The 

first approach uses a fixed state length ratio for all phonemes. It assumes the first part of 

each phone is state 1, the central section state 2, and last part state 3. The second one 

determines state boundaries by using the HMM-based Viterbi alignment based on already 

trained HMMs.  
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The latter approach also provides global training between HMMs and neural net-

works by iteratively training the two components. As shown in Figure 34, a neural 

network is first trained with a fixed state length targets, then HMMs are trained, and then 

alignment based targets are used to train the neural networks again. The HMM training 

and neural network training steps are iterated until some point of convergence is reached. 

 

Figure 34: Flowchart of target generation based on the forced aligned state labels. 

5.5 Experimental Evaluation 

5.5.1 Experimental Setup 

Several experiments based on the TIMIT database were conducted to investigate the 

two NLDA methods. Similar to the experiments in Section 4.5, the SA sentences were 

removed from the database, resulting in 3696 sentences for training and 1344 sentences 
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for testing. For all experiments, 13 DCTCs and 6 DCSCs were computed using 8 ms 

frames with a 2 ms frame spacing and a 1s block length, for a total of 78 DCTC-DCSC 

features. Left-to-right Markov models with no skip were used and a total of 48 mono-

phone HMMs were created using the HTK toolbox (Ver3.4) [106]. The bigram phone 

information extracted from the training data was used to form the language model.  

A neural network with 3 hidden-layers (500-36-500 nodes), experimentally deter-

mined, was used in NLDA1, while a 3 hidden-layer network with 500 nodes in the first 

and third hidden layers was used for NLDA2.  The number of hidden nodes in the middle 

hidden layer in NLDA2 was varied from 6 to 48, according to the reduced dimensionality 

being evaluated. The number of nodes in the input layer was 78 corresponding to the 

dimensionality of the original features. The output layer used 48 nodes for the phoneme 

level targets, and 51 or 144 nodes for the state level targets.  

5.5.2 Experiment with Various Reduced Dimensions  

The first experiment was conducted to evaluate the two NLDAs with various dimen-

sions in the reduced feature space with and without the use of PCA. As described in 

Section 5.4, the 48-dimensional outputs of the neural network were further reduced by 

PCA in NLDA1, while the dimensionality reduction was controlled only by the number 

of nodes in the middle layer in NLDA2. The features which are dimensionality reduced 

by PCA and LDA were also evaluated for the purpose of comparison.  

Figure 35 shows recognition accuracies of dimensionality reduced features using 1-

state and 3-state HMMs with 3 mixtures per state. Note that the NLDA1 features without 

the PCA process are always 48 dimensions. Compared to the PCA and LDA reduced 
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features, the NLDA1 and NLDA2 features performed considerably better for both the 1-

state and 3-state HMMs.   

 

 

Figure 35: Accuracies of NLDA1 and NLDA2 with various dimensionality reduced features based on 

1-state (top panel) and 3-state HMMs (bottom panel). The NLDA1 features without PCA are always 
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In the case of 3-state HMMs, the transformed features reduced to 24 dimensions re-

sulted in the highest accuracy of 69.33% for NLDA1. A very similar accuracy of 69.16% 

was obtained with NLDA2 by using 36 dimensional features. 

The recognition accuracies were further improved by about 3% with PCA reduced 

dimensionality features versus the NLDA features for most cases, showing the effective-

ness of PCA in de-correlating the network outputs. 

5.5.3 NLDA1 and NLDA2 Experiment with various HMM configurations 

The aim of the second experiment is the evaluation of NLDA1 and NLDA2 using a 

varying number of states and mixtures in HMMs. The 78 DCTC/DCSCs were reduced to 

36 dimensions based on the findings in the previous experiment. The 48 phoneme level 

targets were used in the training of the network. The features which are the direct outputs 

of the network without PCA processing were also evaluated.  

Figure 36 shows accuracies using 1-state and 3-state HMMs with a varying number 

of mixtures per state. NLDA2 performed better than NLDA1 for all conditions with 

approximately 2% higher accuracy. The NLDA2 transformed features resulted in the 

highest accuracy of 73.41% with 64 mixtures, which is about 1.5% higher than the 

original features for the same condition. The superiority of the NLDA transformed 

features is more significant when a small number of mixtures are used. For example, the 

NLDA2 features modeled by 3-state HMMs with 3 mixtures resulted in an accuracy of 

69.37% versus 63.16% for the original features.  

These results imply that the middle layer outputs of a neural network are able to bet-

ter represent original features in a dimensionality-reduced space than are the outputs of 
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the final output layer. The configuration of HMMs can be largely simplified by incorpo-

rating NLDA. 

 

Figure 36: Accuracies of the NLDA1 and NLDA2 features using 1-state (top panel) and 3-state 

HMMs (bottom panel) with various numbers of mixtures 
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5.5.4 Experiment using State Specific Training Targets 

As described in Section 5.4.4, three kinds of training targets were proposed so that a 

signal neural network can produce state dependent outputs. This experiment evaluated 

these training targets for NLDA1 and NLDA2 using 3-state HMMs with various numbers 

of mixtures. The neural network used 144 nodes in the output layers for the two one-apex 

targets, or 51 nodes for the two-apex state target. The network outputs were further 

processed with PCA for both NLDA1 and NLDA2. The state boundary for the expansion 

of these state targets was obtained using the approach of the fixed length ratio and 

experimentally determined to a length ratio of 1:4:1 for 3 states.   

Recognition Accuracies of the NLDA1 and NLDA2 features using state specific tar-

gets are shown in Figure 38. Among three kinds of state-level targets, the one-apex target 

with “don’t’ cares” performed the best, especially for the NLDA1 case. Compared to 

with the phoneme level targets in Section 5.5.3, the features obtained with the state 

targets improved the recognition performance. For example, for the case of 64-mixture 

HMMs, the NLDA1 features using the one-apex targets with “don’t’ cares” is 72.54%, 

approximate  1.5% higher than the one with the phone level target.  

However, the state level targets didn’t appear to offer much advantage, such as for 

NLDA2 when more than 32 mixtures were used. It is speculated that the expanded 

networks, where the number of hidden-to-output weights were largely increased, were 

not sufficiently trained. Therefore, the following experiment with extensive network 

training and a massive number of HMM mixtures was designed and performed. 
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Figure 37: Accuracies of the NLDA1 (top panel) and NLDA2 (bottom panel) features using different 

state level targets for the network training. Note that “DC” is “don’t care.” 
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The NLDA methods trained using the one-apex state level targets with “don’t cares” 
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described in Section 5.4.4. The expanded networks had 144 output nodes and were 

iteratively trained. The first iteration of the training started with randomly generated 

weights as used in Sections 5.5.3 and 5.5.4, and the next iteration updated the weights on 

the trained network with a decreased train update rate (i.e., smaller steps in gradient 

search of weight space). A total of five iterations (4x107 weight updates) were conduced.     

 

Figure 38: Recognition accuracies of the NLDA dimensionality reduced features using the state level 

targets. “(CR)” and “(FA)” indicate the training targets obtained with the constant length ratio and 

forced alignment respectively 

As shown in Figure 38, both NLDA1 and NLDA2 using the expanded targets lead to 

an increase in accuracy approximately 2% higher than using the phoneme level targets 

reported in Figure 36. The use of forced alignment for state boundaries resulted in the 

highest accuracy of 75.0% with 64 mixtures. However, accuracies were only slightly 

lower using a fixed ratio of state lengths. These results imply that the use of “don’t cares” 

is able to reduce errors introduced by inaccurate determination of state boundaries.   
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Comparing these results with those from Figure 36, the NLDA2 features in a reduced 

36-dimensional space achieved a substantial improvement versus the original features, 

especially when a small number of mixtures were used. These results show the NLDA 

methods based on the state level training targets are able to obtain highly discriminative 

features in a dimensionality reduced space.  

For comparison, 39-dimensional MFCC features (12 coefficients plus energy with 

the delta and acceleration terms) were reduced to 36-dimensions with the same configura-

tions and evaluated. The results followed the same trend, but the accuracies were about 

4% lower than those of the DCTC-DCSC features for all cases, for example, 70.7% with 

NLDA2 using forced alignment and 32 mixtures. 

In order to provide the inside of the recognition results, Table 6 shows the confusion 

matrix of recognized phonemes based on NLDA1 using 64 mixtures in terms of seven 

phoneme groups as listed in Table 7. The correctness for each row was calculated as the 

number of correctly labeled phoneme instances divided by the total number of instances 

in the row. These values show that glides and affricates result in more difficult objects. 

Table 6: Confusion matrix of phoneme groups 

 Vowel Stop Glide Nasal Fricative Affricate Silence Corr [%]

Vowel 14894 73 333 118 56 4 74 0.96 

Stop 50 5519 30 34 155 26 69 0.94 

Glide 411 116 4365 48 88 16 14 0.86 

Nasal 177 82 40 3505 27 1 29 0.91 

Fricative 69 223 27 39 5910 67 63 0.92 

Affricate 1 44 2 2 24 453 12 0.84 

Silence 136 66 24 69 48 6 9080 0.96 
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Table 7: Seven phoneme groups 

One more experiment was conducted to examine possible accuracy deviation due to 

different data. The TIMIT test data was equally divided in half so that the two groups 

include the same number of utterances from each speaker. Figure 39 shows the recogni-

tion accuracies of the NLDA dimensionality reduced features based on the two groups of 

test data. The results of this experiment illustrate that a stable performance of NLDAs can 

be expected independent of the nature of test data.  

 

Figure 39: Recognition accuracies of the NLDA features based on different test data 
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5.6 Literature Comparison 

The proposed approaches of this study are compared to those reported in literature 

using the TIMIT database as presented in Section 1.3. As listed in Table 8, the best result 

obtained in this study is higher than all others, except for that of the Tandem NN in which 

multiple neural networks and higher dimensional features were used.   

Table 8:  Accuracy comparison using the TIMIT database 

Study Feature Recognizer Accuracy (%) 

Somervuo (2003) [89] MFCC NN/HMM 68.5 

Ketabdar and Bourlard (2008)

[53] 

PLP NN/HMM 71.5 

Pinto and Hermansky (2008) [73] LPC HMM/MLP 74.6 

Sha and Saul (2007) [87] MFCC HMM 70.0 

Schwarz et al. (2006) [86] MFCC Tandem NN 78.5 

Zahorian et al. (2009) [112] DCTC/DCSC HMM 73.9 

This study DCTC/DCSC NN/HMM 75.0 

 

5.7 Conclusions 

Two feature dimensionality reduction methods based on neural networks were pro-

posed in this chapter. In order to train neural networks with state dependent targets, three 

kinds of state level training target were introduced. In addition, a “don’t care” concept is 

used to represent states where boundaries are not likely to be distinct.  

The NLDA methods were evaluated based on the TIMIT database in terms of pho-

neme recognition accuracy. The features reduced by NLDA1 and NLDA2 were 

compared with the PCA and LDA reduced features as well as the original 78 DCTC-



 

116 

 

DCSC features. The neural networks were also trained with the state-level targets and a 

large number of weight updates. 

The findings from the experimental evaluation include: 

1. The NLDA1 and NLDA2 methods performed considerably better than PCA and 

LDA for the feature dimensionality reduction in speech recognition, especially 

with the incorporation of PCA in de-correlating the network outputs;   

2. The middle layer outputs of a neural network (NLDA1) are able to better 

represent original features in a dimensionality-reduced space than are the outputs 

of the final output layer; 

3. Recognition accuracies were improved using the state specific targets and a large 

number of iterations in the network training. The highest accuracy of 75.0% was 

obtained with the NLDA2 features using 3-state HMMs with 64 mixtures per 

state, and; 

4. The NLDA features based on the state level training targets with “don’t cares” 

are able to obtain highly discriminative features in a reduced space, which thus 

largely simplify HMM configurations and improve recognition performance. 
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Chapter VI Conclusions and Future Work 
Automatic speech recognition has advanced to the point where state of the art speech 

recognition algorithms perform reasonably well even for large vocabulary continuous 

speech recognition in practical environments. Among speech recognition problems, 

feature extraction, which compresses a speech signal into streams of acoustical feature 

vectors, has become even more important for ASR since acoustical modeling methods 

have been well established and language modeling largely depends on the nature of the 

targeted language. The focus of this dissertation was the determination of effective 

speech features, where both spectral and temporal variations in speech are captured in a 

low dimensional representation, for speech recognition tasks.  

In this dissertation, the DCTC/DCSC features were investigated as a spectral-

temporal speech representation in Chapter III. Experimental evaluations showed that 

temporal variations are also of great importance for speech recognition, especially using 

long time context. In Chapter IV, a neural network is utilized to nonlinearly transform the 

DCTC/DCSC features to obtain uncorrelated and highly discriminative features for 

GMM based HMMs. Chapter V targeted feature dimensionality issues since high dimen-

sional features, such as DCTC/DCSCs, increase computation cost considerably and 

greatly restrict performance improvement. Two Nonlinear Discriminant Analysis 

(NLDA) methods based on neural networks were presented for nonlinear dimensionality 

reduction of speech features. The first method (NLDA1) used the final outputs of the 

network to obtain dimensionality reduced features with the incorporation of PCA 

processing, while the second one (NLDA2) focused on the middle layer outputs. The 
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very high phone accuracy obtained with the TIMIT database was 75.0% with NLDA2 

using a large number of training iterations based on the state-specific targets. 

6.1 Contributions 

The contributions of this work are summarized as follows: 

1. The DCTC-DCSC features have been applied to a continuous speech recognition 

task to examine tradeoffs between spectral and temporal information of the fea-

tures. In contrast to traditional features such as MFCCs where static information 

is essential and long frame length is desirable, the importance of temporal fea-

tures was experimentally demonstrated for speech recognition as well as the 

significance of the short frame time (i.e., low spectral resolution) DCTC-DCSCs 

with long temporal context;  

2. A tandem NN/HMM structure has been thoroughly discussed in this work for the 

purpose of seeking a hybrid recognition framework where a neural network 

based feature transformer was employed to reduce the limitations of HMMs. It 

was shown that the diverse nonlinear functions provided by multiple hidden lay-

ers considerably helped neural networks to create uncorrelated and highly 

discriminative features, thus improve the performance of speech recognition. The 

effectiveness of PCA in lessening the feature correlation was also verified 

through experimental evaluations;  

3. In pursuit of a compact and highly discriminative speech representation, two 

Nonlinear Discriminant Analysis (NLDA) transformations based on neural net-

works have been proposed to reduce feature dimensionality while improving 

discriminations among phonemes. Experimental evaluation using the TIMIT da-
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tabase showed that very high recognition accuracies with the NLDA dimensio-

nality reduced features were obtained, especially when using the outputs of 

network middle layer, and; 

4. The NLDA methods have been extended to incorporate state-dependent targets 

into the training of the networks so that short time variations can be considered. 

The extended networks with extensive training iterations have further improved 

the recognition performance and resulted in an accuracy of 75.0% in terms of 

phoneme recognition, which is better than most other reported state of the art ap-

proaches using the same database and configuration as used in this work.  

6.2 Suggestions for Future Work 

There are several suggestions for further work as follows: 

1. The proposed approaches were evaluated using the HMM based recognition in 

terms of phoneme recognition. To further prove the effectiveness of the approach-

es, the evaluation based on a larger vocabulary database for a task of word level 

recognition is needed; 

2. Neural networks are also popular techniques for noise compensation and speaker 

adaption in speech recognition, thus the proposed methods could provide benefits 

for noise additive speech and speaker-dependent recognizers. Future investigation 

and evaluation on these aspects may be desired; 

3. The performance of the algorithms presented in this dissertation still could be im-

proved.  More studies, such as the use of multiple neural networks and the global 

training of neural networks and HMMs, are needed to develop more accurate and 

robust speech recognition algorithms; 
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4. The investigation of other neural networks such as a Generalized Regression 

Neural Network may allow the function of PCA to be merged into a neural net-

work, and provide better accuracy overall, and; 

5. Apart from experimental comparison, a more theoretical exploration on this neur-

al network based nonlinear feature transformation is needed in the future. For 

example, a theoretical basis should be used to optimally determine the network 

configuration and choose layer nonlinearities for a specific recognition task.  
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