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The normalization approach has been accepted as a routine to overcome the concentration discontinuity at
multi-material interfaces in the moisture diffusion simulation by the finite element method. However, applying
the normalization approach directly in the commercial finite element software under a dynamic thermal loading
condition, such as reflow process, may lead to erroneous results. Special techniques are needed to obtain correct
results. In this study, different approaches that can deal with themoisture diffusion under dynamic thermal load-
ing conditions were reviewed and compared with case studies. Advantages and disadvantages of each approach
were analyzed and discussed. Theoretical derivation was developed to show the direct concentration approach
(DCA) violates the law of mass conservation. The effect of Fourier number on the accuracy of the DCA was also
examined. The internal source approachwas shown to be a universalmethod inmodeling themoisture diffusion
in amulti-material systemunder dynamic thermal loading conditions. The newest version of ANSYS also showed
good performance in solving the diffusion problem under transient thermal loadings if a proper time step size
was used.
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1. Introduction

Plastic encapsulated IC packages are prone to absorbing moisture
during the process of packaging, storage and transportation. The pres-
ence of moisture in the polymer-based materials poses significant
threats to the integrity and reliability of microelectronic assemblies.
Moisture can be attributed as one of the principal causes of many pack-
age failures, in particular degradation of adhesion strength and popcorn
failure [1–6], etc. Therefore, understanding the behavior of moisture is
essential for ensuring the durability and reliability of electronic
packages.

Commercial finite element software has been commonly used by re-
searchers to simulate the moisture-related issues in electronic packag-
ing, such as hygroscopic swelling [7–12], vapor pressure [13–17] and
interfacial delamination [18–24]. Extensive numerical studies have
been conducted to investigate the moisture impact on the package reli-
ability during the solder reflow process, but not all of the attempts can
accurately predict the moisture diffusion behavior. The diffusion simu-
lation in amulti-material systemunder dynamic thermal loading condi-
tions still remains a challenge due to the complexity of enforcing the
g), sbpark@binghamton.edu
concentration continuity at the material interfaces. Several researchers
proposed numerical methods to tackle this problem. In this paper, dif-
ferent approaches that can possibly deal with the diffusion under tran-
sient thermal loading conditions were reviewed and compared using
benchmarks.

2. Background

2.1. Moisture diffusion theory

The moisture diffusion phenomenon inside polymers can be de-
scribed by Fick's second law

∂C
∂t

¼ ∂
∂x

Dx
∂C
∂x

� �
þ ∂
∂y

Dy
∂C
∂y

� �
þ ∂
∂z

Dz
∂C
∂z

� �
ð1Þ

For isotropic materials (Dx=Dy=Dz), Eq. (1) can be simplified to
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where C is the localmoisture concentration,D is the diffusivity, x, y, z are
coordinates and t is time.
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Fig. 2. Continuity of normalized concentration at bi-material interface.
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The diffusivity D is a temperature-dependent material property,
which can be described by the Arrhenius equation

D ¼ D0 exp � ED
RT

� �
ð3Þ

where ED is the activation energy of the diffusivity, andD0 is the pre-ex-
ponential factor.

The governing equation of diffusion can be solved analytically for a
simple geometric model, such as a block or a sphere. However, it is
quite difficult to solve the equation analytically for themodel withmul-
tiple materials and complicated geometric structures, e.g., electronic
packages. Usually, numerical methods using the commercial finite ele-
ment software are adopted to simulate the moisture diffusion behavior
inside the electronic packages. Because the governing equation for
moisture diffusion is analogous to that of heat transfer, thermal-mois-
ture analogies were used in previous studies when most finite element
software did not support mass diffusion simulations. Latest versions of
commercial finite element software, such as ANSYS, ABAQUS, and
COMSOL, offer the mass diffusion module. Thus, there is no longer the
need to use the thermal-moisture analogies to model the moisture
diffusion.

2.2. Bi-material diffusion

When solving the moisture diffusion using the finite element meth-
od, one issuemust be handled; that is, themoisture concentration is dis-
continuous at the interface of two different materials because various
polymeric materials can have different moisture absorption capacities
(shown in Fig. 1). In order to make the diffusion modeling numerically
implementable, the normalized concentration ϕ was introduced to re-
move the moisture concentration continuity at material interfaces [25,
26].

ϕ ¼ C
S

ð4Þ

where S is the solubility of thematerial. The normalized concentrationϕ
is continuous at the bi-material interface. Thus, the commercial finite el-
ement software can be utilized to perform the diffusion analysis in a
multi-material system by changing the field variable from the concen-
tration C to the normalized concentration ϕ.

A commonly-used alternative normalized concentration called
“wetness” or “fractional saturation” w was introduced by Wong [27]

w ¼ C
Csat

ð5Þ

where Csat is the saturatedmoisture concentration. Csat defines themax-
imum possible moisture gain per unit volume of a material at a given
temperature and humidity. It is noted that Csat is a function of both tem-
perature and humidity. Based on the equality principle of chemical po-
tential, the normalized concentration “wetness” can also be proved to
be continuous at the bi-material interface (shown in Fig. 2). The above
two normalization approaches are quite similar because Csat can be
expressed as follows:

Csat ¼ S � Pext ð6Þ
Fig. 1.Moisture concentration discontinuity at bi-material interface.
where Pext is the ambient vapor pressure at a given temperature and
humidity.

Under a constant temperature condition such asmoisture precondi-
tioning, S or Csat does not change with time, thus, the governing Eq. (2)
can be written in terms of ϕ as
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Similarly, the governing equation can be written in terms of w as
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Under a varying temperature condition, such as reflow process, the
solubility S would vary with time, and the governing equation should
be expressed in the following form [28]:
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where
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≠0 ð10Þ

Similarly, if Csat varies with time, the governing equation in terms of
w becomes
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where

∂Csat

∂t
≠0 ð12Þ

Eqs. (9) and (11) are not easy to handle in the finite element soft-
ware. For simplifying the simulation process when dealing with a vary-
ing temperature condition, Csat is usually treated as a temperature-
independent material property in actual simulations, so that ∂Csat/∂ t
equals zero and Eq. (8) can be used as the governing equation. This
treatment is referred to as “standard method” in this paper. The simpli-
fication is based on the discovery that there is no strong correlation be-
tween Csat and the temperature for many polymer materials [29,30].
However, this holds true only within a relatively small range of temper-
ature. It has been revealed that Csat is dependent on temperature across
its glass transition temperature (Tg) [31,32]. During the lead-free solder
reflow, the package temperature can reach 230 °C–260 °C, which is
much higher than the glass transition temperature of most polymer-
based packagingmaterials. Under such conditions, Csat cannot be simply
treated as a constant when simulating the moisture diffusion, and Eq.
(11) should be used as the governing equation. However, it should be
noticed that there is one special condition: when Csat1/Csat2 remains
constant during dynamic thermal loading, the “standard method” is
still valid.
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2.3. Issues in diffusion analyses using ANSYS

Since the release of Version 14, ANSYS has started to support the dif-
fusion analysis. The newly developed diffusion elements (Plane 238 and
Solid 239) and couple field elements (Plane 223, Solid 226 and Solid
227) provide a convenient way to perform the moisture diffusion anal-
ysis and the thermal-structural-diffusion couple field analysis. Prior to
Version 17, the temporal variation of Csat or S in Eq. (11) will not be in-
cluded in the calculation of the software [33]. Directly using a tempera-
ture-dependent Csat for normalization will lead to erroneous results in
themoisture diffusion analysis. In this paper, thismethod is called “con-
ventional normalization approach”. The root cause for the problem is
discussed as follows:

The finite element expression for diffusion can be described as [34]

Kd
h i

Cef g þ Cd
h i

_Ce

n o
¼ Ref g ð13Þ

where {Ce} is the nodal concentration vector, f _Ceg is the derivative of
nodal concentration vector with respect to time, [Kd] is the diffusion
conductivity matrix, [Cd] is the diffusion damping matrix, and {Re} rep-
resents the combination of the applied flow rate, the element diffusion
flux, and the generation of diffusion substances.

As shown in the ANSYS theorymanual [35], the diffusion conductiv-
ity matrix can be written as

Kd
h i

¼ Csat ∫
V

∇ Nf gT
� �T

D½ � ∇ Nf gT
� �

dV ð14Þ

In addition, the element diffusion damping matrix is

Cd
h i

¼ Csat ∫
V

Nf g Nf gTdV ð15Þ

where V is the element volume, {N} is the shape function vector, and Csat
is the material property which can be input as the saturated concentra-
tion or solubility if the normalized concentration is used. When Csat is
not specified in the software, it defaults to be 1 and the actual moisture
concentration is the field variable.

The above expression for [Kd] in Eq. (14) is correct when Csat does
not change with time. Once Csat is time-dependent, Eq. (14) is no longer
valid, and the expression for [Kd] becomes

Kd
h i

¼ Csat ∫
V

∇ Nf gT
� �T

D½ � ∇ Nf gT
� �

dV þ _Csat ∫
V

Nf gT Nf gdV ð16Þ

where _Csat represents the varying rate of Csat. Compared to Eq. (14), Eq.
(16) has an additional term that is not considered in the ANSYS program
of earlier versions. This is the fundamental reason why erroneous re-
sults will be yieldedwhen Csat is directly input as a temperature-depen-
dent material property in the ANSYS software prior to Version 17. The
same issue can also be found in several other commercial finite element
software such as ABAQUS and COMSOL.

The release of ANSYS 17 offers a new solution to solving this issue. In
the theory manual of ANSYS 17, it clearly states that Csat can be input as
a temperature-dependent material property and the temporal effect of
Csat will be numerically evaluated by the program during the analysis,
whichmeans the second term on the right-hand side in Eq. (16) is con-
sidered in the ANSYS 17. It should be noted that this new function can
only be implemented using the couple field elements (Plane 223, Solid
226 and Solid 227) while it is not supported in the diffusion elements
(Plane 238 and Solid 239) [36]. The validity of this new feature will be
examined in this paper.
3. Overview of diffusion modeling

Researchers have proposed several different multi-material diffusion
modeling techniques. In this section, the performance of each method
inmodeling diffusion under dynamic temperature condition is evaluated.
The dynamic thermal loadings are classified into three different condi-
tions in this paper: (1) Temperature changes with time and has spatially
uniform distribution, but Csat1/Csat2 keeps constant; (2) Temperature
changes with time and has spatially uniform distribution, and Csat1/Csat2
varies with time; (3) Temperature changes with time and has spatially
non-uniform distribution. The applicability of different diffusion models
towards three thermal loading conditions are discussed as follows.

3.1. The advanced normalization approach

To cope with the inherent limitation of the conventional normaliza-
tion approach, Jang [37] proposed a method called “advanced normali-
zation approach”. This approach is based on the discovery that Csat of
most polymers dependsweakly on the temperature, and has a linear re-
lationship with the relative humidity. Csat can be described with the fol-
lowing equation:

Csat ¼ SPext ¼ S� Psat � RH ð17Þ

Here, S is the solubility, Pext is the ambient vapor pressure, Psat is the
saturated vapor pressure, and RH is the relative humidity. S and Psat fol-
low the Arrhenius relationship

S ¼ S0 exp
Es
RT

� �
ð18Þ

Psat ¼ P0 exp � EVP
RT

� �
ð19Þ

where S0 and P0 are the pre-exponential factors, ES and EVP are the acti-
vation energies for the solubility and the vapor pressure, respectively,
and R is the universal gas constant 8.3145 J K−1 mol−1. Combining
Eqs. (17), (18) and (19), we can obtain the following relationship:

Csat ¼ S0P0 exp
Es−EVP

RT

� �
� RH ð20Þ

It has been confirmed that, ES≈EVP [16] for most polymer-based
electronic packaging materials. Thus, the exponential term in Eq. (20)
is approximately equal to 1 and Csat can be simplified as

Csat ≈ S0 � P0 � RH ¼ M � RH ð21Þ

Jang introduced the modified solubility M, which is a temperature-
invariant parameter. M can be written in the following expression:

M ¼ S0P0 ð22Þ

The new normalized concentration φ is defined as

φ ¼ C
M

ð23Þ

At the bi-material interface, the ratio of normalized concentrations
for two materials is given by

φ2

φ1
¼ S2P=M2

S1P=M1
¼ S2M1

S1M2
¼

S02 exp
ES2
RT

� �
S01P0

S01 exp
ES1
RT

� �
S02P0

¼ exp
ES2−ES1

RT

� �
ð24Þ

The exponential term on the right-hand side in Eq. (24) equals 1
only if ES1=ES2. Therefore, in order to satisfy the continuity condition
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at thematerial interface, the advanced normalization approach requires
the equivalence between the activation energies of solubility for two
materials. Because M is a constant, there is no additional term in the
governing equation when applying the advanced normalization ap-
proach, and the governing equation can be written as

∂φ
∂t

¼ D
∂2φ
∂x2

þ ∂2φ
∂y2

þ ∂2φ
∂z2

 !
ð25Þ

The advanced normalization approach is easy to perform in thefinite
element software and it is time efficient in the simulation. The only crit-
ical requirement is the approximate equivalence between activation en-
ergies of solubility for two materials, and this method works quite well
if the required condition is fulfilled [37]. However, such approximation
is not universally applicable. In essence, the advanced normalization ap-
proach is only a special condition of the standardmethod. It can only be
applied under the thermal loading condition (1). Hence, this approach
has a relatively limited field of application, and it may not be proper to
be used in simulating the moisture diffusion in electronic devices
under solder reflow.

3.2. The direct concentration approach

To overcome the challenges in moisture diffusion modeling under
varying ambient temperature conditions, Xie et al. [38] proposed the di-
rect concentration approach (DCA), which does not rely on the temper-
ature-independence of Csat. The DCA uses the moisture concentration C
directly as the field variable instead of using the normalized concentra-
tion. To implement the DCA, two separate sets of coincident nodes need
to be generated at the bi-material interface (Fig. 3). A set of constraint
equations is applied at the interfacial nodes to establish the relationship
between the moisture concentrations of two materials. The constraint
equation is given by Eq. (26) as

C1

S1
¼ C2

S2
ð26Þ

where C1 is the moisture concentration at interface on Material 1 side,
and C2 is the moisture concentration at interface on Material 2 side.
We can find the form of Eq. (26) is similar to Eq. (4).

The DCA has been implemented using ABAQUS to study the mois-
ture-related issues during the solder reflow [39]. Because the solubility
is a function of temperature, constraint equations need to be updated at
the time step where temperature changes over time. Under such cir-
cumstances, a new analysis with updated constraint equations should
be performedwhen necessary. However, updating constraint equations
during the computing process requires complicated subroutines. More-
over, it is difficult to apply the constraint equations when dealing with
complicated 3-D models.

This approach appears to be correct by intuition. However, our study
has shown that using the DCA will lead to the discontinuity of diffusion
flux at the bi-material interface [40]

D1
∂C1

∂n
≠D2

∂C2

∂n
ð27Þ
Fig. 3. Coincident nodes and constraint equations at bi-material interface.
where D1 and D2 are the diffusivities of Material 1 and Material 2, re-
spectively, and n is the normal direction of the bi-material interface.
Ref. [40] provides the proof of flux discontinuity under transient diffu-
sion, which may not be straightforward enough. In this section, a
more concise proof of flux discontinuity under steady state diffusion is
illustrated.

To prove the flaw of DCA, one-dimensional (1-D) steady-state diffu-
sion in a bi-material model is considered (Fig. 4). First-type boundary
conditions (constant moisture concentrations) are applied at the mate-
rial outside boundaries, and the initial concentration in twomaterials is
zero. The ratio of saturated moisture concentration of the twomaterials
(χ=Csat1/Csat2) is a constant. Eachmaterial has two elements and three
nodes, and the element size equals L. Two coincident nodes (Node 3 and
Node 4) at the bi-material interface are generated for implementing the
DCA.

For a steady state diffusion, the finite element governing equation
can be expressed as

Kd
h i

Cef g ¼ Ref g ð28Þ

The local conductivity matrix [Kd] can be written as

Kd
h i

¼ D
L

1 −1
−1 1

� �
ð29Þ

Therefore, the global diffusion conductivity matrix becomes the fol-
lowing form after the assembly process:

Kd
h i

¼ 1
L

D1 −D1 0 0 0 0
−D1 2D1 −D1 0 0 0
0 −D1 D1 0 0 0
0 0 0 D2 −D2 0
0 0 0 −D2 2D2 −D2
0 0 0 0 −D2 D2

2
6666664

3
7777775

ð30Þ

As for {Re}, the boundary condition is applied at Node 1 and Node 6,
so {Re}={R1,0,0,0,0,R6}T. In the DCA, the constraint equation is applied
at interface nodes as

C3 ¼ χC4 ð31Þ

To apply the boundary condition at thematerial interface using con-
straint equation, the master-slave elimination method is used. The de-
gree-of-freedom (DOF) to be eliminated is called slave DOF, while the
remaining one is the master DOF. After applying the constraint equa-
tion, a new set of DOFs fCeg can be obtained. The relationship between
fCeg and {Ce} can be established with the following transformation ma-
trix [T]:

Cef g ¼ T½ � Ce

n o
ð32Þ
Fig. 4. One-dimensional diffusion in bi-material.



Fig. 5. Interaction between material points within a domain R [42].
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In this case, C3 is treated as the slave DOF and C4 is treated as the
master DOF. Eq. (32) can be written in the full expression as follows:

C1
C2
C3
C4
C5
C6

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

¼

1 0 0 0 0
0 1 0 0 0
0 0 χ 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

2
6666664

3
7777775

C1
C2
C4
C5
C6

8>>><
>>>:

9>>>=
>>>;

ð33Þ

Plugging Eq. (32) into Eq. (28), andmultiplying the equation by [T]T

on both sides yields

T½ �T Kd
h i

T½ � Ce

n o
¼ T½ �T Ref g ð34Þ

Defining ½Kd� ¼ ½T�T ½Kd�½T� and ½Re� ¼ ½T �TfReg, Eq. (34) becomes

Kd
h i

Ce
n o

¼ Ref g ð35Þ

The vector {Re} becomes fReg ¼ fR1 0 0 0 R6gT after transforma-
tion. Applying the boundary conditions on Nodes 1 and 6, the new
governing equation can be expressed as

1
L

D1 −D1 0 0 0
−D1 2D1 −χD1 0 0
0 −χD1 χ2D1 þ D2 −D2 0
0 0 −D2 2D2 −D2
0 0 0 −D2 D2

2
66664

3
77775

Ca
C2
C4
C5
Cb

8>>>><
>>>>:

9>>>>=
>>>>;

¼

R1
0
0
0
R6

8>>>><
>>>>:

9>>>>=
>>>>;

ð36Þ

Considering only the third row, expanding the equation and re-ar-
ranging the items yields

χ
D1 χC4 � C2ð Þ

L
¼ D2 C5 � C4ð Þ

L
ð37Þ

Because χC4=C3, the above equation can be rewritten as

χ
D1 C3 � C2ð Þ

L
¼ D2 C5 � C4ð Þ

L
ð38Þ

The left-hand side of Eq. (38) is the diffusion flux J1 at the interface
on Material 1 side, and the right-hand side is equal to the diffusion
flux J2 at the interface on Material 2 side. Because χ≠1 for bi-material,
the above relationship χJ1= J2 cannot satisfy the diffusion flux continu-
ity condition at thematerial interface,whichmeans theDCAviolates the
law of mass conservation. It is only valid when the diffusion flux across
thematerial interface is negligible (J1≈ J2≈0). Using theDCAdirectly in
simulating moisture diffusion in IC packages during solder reflow can
result in unexpected errors.

3.3. The peridynamic approach

The peridynamic theory is a nonlocal continuum theory, which was
introduced by Silling [41] to overcome the difficulties in the structural
analysis due to the existence of discontinuity. In the peridynamic theo-
ry, the state of amaterial point is influenced by the othermaterial points
locatedwithin a domainR(Fig. 5). The peridynamic governing equation
can be expressed as

ρ€u x; tð Þ ¼ ∫ℜ f u x0; tð Þ−u x; tð Þ; x0−xð ÞdVx0 þ b x; tð Þ ð39Þ

where u is the displacement, ρ is the density, b is the body force, V is
the volume of a material point and f is the response function that de-
scribes the interaction between material points x and x′.

The peridynamic theory is based on the integral-formed governing
equations rather than the partial differential equations that classical
continuum theory uses. Because the integral based governing equations
remain valid in the presence of discontinuities, it removes the require-
ment to impose continuity conditions at the material interfaces. Thus,
it may fundamentally solve the problems with discontinuities, such as
moisture diffusion in amulti-material system. Oterkus et al. [43] has ap-
plied the peridynamic theory in the moisture diffusion and hygro-ther-
mo-mechanical stress analyses in electronic packages. The peridynamic
governing equation for diffusion can be written as

∂C x; tð Þ
∂t

¼ ∫ℜ f c C x; tð Þ;C 0 ðx0
; tÞ; x; x0

; t
� �

dVx0 ð40Þ

where fc is the diffusion response function and can be expressed as

f c x0; x; tð Þ ¼ d
C x0; tð Þ−C x; tð Þ

x0−xj j ð41Þ

d is defined in terms of the diffusivity D as

d ¼ 2D

Aδ2
for 1‐D d ¼ 6D

πhδ2
for 2‐D d ¼ 6D

πhδ4
for 3‐D ð42Þ

where A is the cross-sectional area, h is the thickness and δ is the size of
domain R.

The peridynamic technique is totally different from the finite ele-
mentmethod, and it has the potential to overcome the difficulty in sim-
ulating the moisture diffusion during reflow. However, such a method
usually requires specially written meshless code. There is no commer-
cially available peridynamic software, which restricts its field of applica-
tion. Han et al. [44] applied the peridynamic theory in the finite element
software ANSYS for simulating moisture diffusion and named this
method as “Peridynamic direct concentration approach”. Similar with
the DCA, the concentration is directly used as the field variable in this
approach. To combine the peridynamic theory with ANSYS, the thermal
mass element (Mass 71) and thermal link element (Link33) can be used
to model the material points and the peridynamic bonds, respectively.
The diffusivities can be assigned as the volume (V) of material points
for the material property input and the cross-sectional area A of the
link element can be expressed as A=Vd for the real constant input. In
the simulation, the diffusivity at the material interface needs special
treatment. For example, the diffusivity Dm between twomaterial points



Fig. 6. Interaction between material points at the material interface [45].
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across the material interface (as shown in Fig. 6) can be calculated as

Dm ¼ l1 þ l2
l1
D1

þ l2
D2

ð43Þ

where l1 and l2 represent the segments of peridynamic bond in Mate-
rials 1 and 2, respectively, andD1 andD2 are the diffusivities ofMaterials
1 and 2, respectively.

This peridynamic direct concentration approach appears to be cor-
rect at the first glance. However, in the case study of Ref. [44], the
obtained moisture concentration across the multi-material interface is
continuous, which is not conformed to the basic assumption of the con-
centrationdiscontinuity at thematerial interface. It is not difficult to imag-
ine the root cause of the continuous concentration results. Because the
peridynamic direct concentration approach utilizes the thermal diffusion
module in ANSYS, the temperature will always be continuous at the
material interface. A “peridynamic normalized concentration approach”
is needed to generate the concentration discontinuity at the material
interface. The governing equation for the peridynamic normalized con-
centration approach can be easily obtained by modifying Eq. (40) as

∂ Csatw x; tð Þð Þ
∂t

¼ ∫ℜ f w w x; tð Þ;w0ðx0; tÞ; x; x0; tð ÞdVx0 ð44Þ

The response function can be expressed as

f w x
0
; x; t

� �
¼ dCsat

w x
0
; t

� 	
−w x; tð Þ

x0 � xj j ð45Þ

Although “peridynamic normalized concentration approach” can
solve the concentration discontinuity problem, the geometry modeling
with the thermal link and thermal mass elements is complicated and
Fig. 7. Boundary conditions for piec
time-consuming when dealing with 2-D or 3-D models in ANSYS. It
should also be noticed that the left-hand side of Eq. (44) is similar to
Eq. (11), which means it cannot be directly implemented in ANSYS
under a dynamic thermal loading condition for the similar reason to
the conventional normalization approach.

3.4. The piecewise normalization approach

Assumingmass conservation,Wong [46,47] introduced an advanced
diffusion modeling technique named “piecewise normalization ap-
proach”. Zhu et al. [48] and Ikeda et al. [49] also applied this approach
in modeling the moisture diffusion in a multi-material system. To im-
plement this approach, the transient diffusion analysis will be cut into
a set of piecewise load steps. The continuity of the moisture concentra-
tion between load steps should be satisfied based on themass conserva-
tion. At the beginning of each load step, the initialwetnessfield needs to
be updated based on the wetness field from the previous load step as
shown in Fig. 7.

The advantage of this approach is that the concentration continuity
condition at the material interface for each load step is automatically
satisfied. Besides, it provides a way to simulate the moisture diffusion
undermore general transient thermal loading conditions. The pricewise
normalization approach can be applied under thermal loading condi-
tions (1) and (2). However, it is not implementable in the thermal load-
ing condition (3). Moreover, the calculation time for this method is
quite long due to sophisticated subroutines and multiple time steps.
The size of time step is crucial to ensure accuracy. The selection of the
time step size used in the analysis should be based on the rate of tem-
perature change. The higher the rate, the smaller time step size is need-
ed. Theoretically, the numerical solution will converge to an exact
solution when the time step size is small enough in the calculation.

3.5. The internal source approach

Wong [50] introduced an alternative method called “internal source
approach”, which aimed to solve moisture diffusion problems under a
transient thermal loading condition. In this paper, this method is clari-
fied and re-expressed in a purely mathematical way. This method uti-
lizes the function of applying the internal source boundary condition
to compensate for the term in Eq. (11), which is omitted by the FEA
software.

If there is an internal diffusion generation source in a material, the
diffusion governing equation should be written as

∂C
∂t

¼ D
∂2C
∂x2

þ ∂2C
∂y2

þ ∂2C
∂z2

 !
þ r ð46Þ

where r is the internal diffusion generation source. Substituting
C=wCsat into Eq. (46) and rearranging the equation gives

∂w
∂t

¼ D
∂2w
∂x2

þ ∂2w
∂y2

þ ∂2w
∂z2

 !
þ r
Csat

ð47Þ
ewise normalization approach.



Fig. 9. Geometry and boundary conditions for the case study.

Fig. 8. Flow chart for implementation of the internal source approach.
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Moving the second term of Eq. (11) from the left-hand side to the
right-hand side yields

∂w
∂t

¼ D
∂2w
∂x2

þ ∂2w
∂y2

þ ∂2w
∂z2

 !
þ w
Csat

∂Csat

∂t
ð48Þ

Assuming Eqs. (47) and (48) are equal, the following expression can
be obtained:

r ¼ −w
∂Csat

∂t
ð49Þ

Mathematically, the internal source term in Eq. (47) can be used to
represent the last term on the right-hand side in Eq. (48). Assuming
the wetness field wti at a given time ti is known, and the objective is to
obtain the wetness field wti+Δt at time ti+Δt. The saturated moisture
concentrations at ti and ti+Δt are Csatti and Csat

ti +Δt, respectively. The de-
rivative term in Eq. (49) can be expressed in thefinite difference form as

r ¼ −w
∂Csat

∂t
¼ −wtiþΔt

CtiþΔt
sat −Cti

sat

Δt
¼ wtiþΔt

Cti
sat−CtiþΔt

sat

Δt
ð50Þ

Thus, Eq. (47) can be rewritten as

∂wtiþΔt

∂t
¼ D

∂2wtiþΔt

∂x2
þ ∂2wtiþΔt

∂y2
þ ∂2wtiþΔt

∂z2

 !
þwtiþΔt

CtiþΔt
sat

Cti
sat−CtiþΔt

sat

Δt
ð51Þ

In order to implement the internal source approach, the value of r
first needs to be calculated. In Eq. (50), wti+Δt is an undetermined
term and cannot be used to determine r. Within a relatively small
time increment Δt, there will be negligible change in moisture concen-
tration. Hence, in order to perform the analysis,wti+Δt can be expressed
in terms of wti based on the mass conservation:

wtiC
ti
sat ¼ wtiþΔtC

tiþΔt
sat ð52Þ

In this way, the internal source term r can be applied as a boundary
condition to compensate for the derivative term omitted by the FEA
software.

∂wtiþΔt

∂t
¼ D

∂2wtiþΔt

∂x2
þ ∂2wtiþΔt

∂y2
þ ∂2wtiþΔt

∂z2

 !

þwti
Cti
sat

CtiþΔt
sat

� �2 C
ti
sat−CtiþΔt

sat

Δt
ð53Þ

Alternatively, the above equation can also be expressed using anoth-
er normalized concentration ϕ and solubility S as

∂ϕtiþΔt

∂t
¼ D

∂2ϕtiþΔt

∂x2
þ ∂2ϕtiþΔt

∂y2
þ ∂2ϕtiþΔt

∂z2

 !

þ ϕti

Sti

StiþΔt
� �2 S

ti−StiþΔt

Δt
ð54Þ

The procedure for the implementation of the internal source ap-
proach is illustrated in Fig. 8. First, the saturatedmoisture concentration
Csat or the solubility S should be input as a temperature-dependent ma-
terial property in the FEA software so as to be updated at each incre-
mental time step. At time ti, the normalized concentration field needs
first to be obtained to determine the value of internal source term ri.
Then, ri should be applied as the boundary condition in the next time
step in order to calculate the normalized concentration field at time
ti+Δ t. Because the concentration field needs to be read in the
postprocessor after the completed solution at each time step, a restart
analysis needs to be used in the following time step, which adds addi-
tional calculation time.

The internal source approach is a promisingmethod because there is
no specific restriction on thismethod and it can satisfy all three dynamic
thermal loading conditions. However, one shortcoming of this approach
is that the intensive restarts during the simulation make the calculation
time-consuming. The other shortcoming is that theoretical error exists
due to the approximate equivalence of wti and wti+Δt. There are two
ways to minimize such errors. One straightforward way is reducing
the time step size Δ t. The other way is to perform the simulation
twice. After the first-time calculation, wti+Δt at each time step can be
obtained. Thenwti+Δtwill be applied as the boundary instead of the ex-
pression usingwti in the second-time calculation. In this way, a relative-
ly accurate result can be obtained.

4. Case studies

To examine the feasibility and accuracy of different approaches in
solving diffusion problems, case studies were performed with both
ANSYS 15 and ANSYS 17. The case study considered a one-dimensional
(1-D) desorption process in a bi-material system under a varying tem-
perature condition. The geometry of the model is shown in Fig. 9 and
material properties are listed in Table 1.

The bi-material system was assumed to be fully saturated at an ini-
tial state of 85 °C/100% RH. To simulate the desorption process, the con-
centrations of the leftmost and rightmost boundaries were set as zero.
In the first case, the temperature in the system was spatially uniform,
but temporally varied as T(t)=(85+2t)°C. Csat changed with tempera-
ture and could be calculated with Eq. (20). The ratio of saturated mois-
ture concentrations of two materials (Csat1/Csat2) remained a constant
value during the entire calculation. The diffusion element Plane 238
was used for the finite element simulation in ANSYS 15, while the cou-
ple-field element Plane 226 was used in the simulation in ANSYS 17.

Choosing a proper time step size is crucial for the transient diffusion
analysis that uses the finite elementmethod. Too small a time step may
excite oscillations in the solution, while too large a time step may result
in inaccurate results especially near the material interfaces. ANSYS the-
ory manual [35] suggests that the time step Δt should follow

Δt≥
ΔL2

4D
ð55Þ



Table 1
Moisture material properties used in the simulation.

Material 1 Material 2

D0 (m2 s−1) 5×10−3 4×10−3

S0 (kg m−3 Pa−1) 6×10−10 2×10−10

ED (J mol−1) 5×104 5×104

ES (J mol−1) 4×104 4×104

P0 (Pa) 5.0492×1010 5.0492×1010

EVP (J mol−1) 4.0873×104 4.0873×104
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where ΔL is the characteristic element length and D is the diffusivity. In
this study, the time step Δt was chosen as 2 s.

In this case study, six different methods were compared: (1) the in-
ternal source approach (ISA); (2) the piecewise normalization ap-
proach; (3) the advanced normalization approach; (4) the
conventional normalization approach with ANSYS 15; (5) the conven-
tional normalization approach with ANSYS 17; and (6) the direct con-
centration approach (DCA). Except for (5), which was performed in
ANSYS 17, all other methods were implemented in ANSYS 15. For the
conventional normalization approach, Csat was directly input as a tem-
perature-dependent material property in ANSYS, which means a vary-
ing Csat was used in the normalized variable.

To verify the accuracy of the diffusion results from different
methods, a numerical solution based on the finite difference method
(FDM) was used as the reference. For this one-dimensional diffusion
problem, the governing equation can be written as

Csat
∂w
∂t

þw
∂Csat

∂t
−DCsat

∂2w
∂x2

¼ 0 ð56Þ
Fig. 10. Moisture concentration distributions in Case 1
Applying the forward difference in the first term and central differ-
ence in the third term [28], Eq. (56) becomes

Ct
sat

wtþΔt
x −wt

x

Δt
þwt

x
_C
t
sat−DtCt

sat
wt

xþΔx−2wt
x þwt

x−Δx

Δx2
¼ 0 ð57Þ

The normalized concentration wx
t+Δt can be expressed as

wtþΔt
x ¼ DtΔt

Δx2
wt

xþΔx þ 1−2
DtΔt
Δx2

−
_C
t
sat

Ct
sat

Δt

 !
wt

x þ
DtΔt
Δx2

wt
x−Δx ð58Þ

At thematerial interface, the diffusion flux continuity should be sat-
isfied as follows:

D1Csat1
∂w
∂x






L−

¼ D2Csat2
∂w
∂x






Lþ

ð59Þ

where the subscript L− and L+ represents theMaterial 1 side andMa-
terial 2 side at the interface L. Then, the normalized concentrationwL at
the material interface can be expressed as

wt
L ¼

Dt
1C

t
sat1w

t
L−Δx þ Dt

2C
t
sat2w

t
LþΔx

Dt
1C

t
sat1 þ Dt

2C
t
sat2

ð60Þ

Moisture concentration results at t = 20 s, 40 s, 60 s and 80 s were
obtained for comparison,which are shown in Fig. 10. Except for the con-
ventional normalization approach with ANSYS 15 and 17, as well as the
direct concentration approach, which generates different results from
the reference, all other techniques return almost identical results to
(a) t = 20 s (b) t = 40 s (c) t = 60 s (d) t = 80 s.



Table 2
Thermal material properties.

Material 1 Material 2

k (W m−1K−1) 0.2 0.6
ρ (kg m−3) 3000 3000
cp (J kg−1K−1) 1500 1500
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the reference. For the conventional normalization approach using
ANSYS 15, such a difference is caused by the finite element software it-
self because the effect of varying Csat is not included in the calculation,
which is conformed to the previous conclusion in Ref. [33]. The newest
ANSYS 17 generates similar results to the reference at 20 s and 40 s
while it yields higher results than the reference at 60 s and 80 s. The di-
rect concentration approach produces slightly lower results than the
reference at 80 s, but it works well at 20 s, 40 s and 60 s. The advanced
normalization approach shows good performance in this case because
the critical requirement ES1=ES2 is fulfilled, and it costs much less cal-
culation time than the internal source approach and the piecewise nor-
malization approach.

The above case study considered a special condition that Csat
changed with time, but the ratio of Csat for two materials (Csat1/Csat2)
remained constant. However, such a condition is not universal and it
is not usually seen in the real world. Thus, a second case study was per-
formed considering a more general condition. In the second case, only
the activation energy of solubility (ES) of Material 2 was changed to
4.5×104 J mol−1, while all other conditions kept the same as in the
first case. The ratio of saturated moisture concentrations of two mate-
rials (Csat1/Csat2) would vary with time in this case study.

The corresponding results of moisture concentration in Case 2 are
plotted in Fig. 11. It is evident that only the internal source approach
and the piecewise normalization approach produce similar moisture
concentration results to the reference while other methods do not.
The direct concentration approach yields slightly different results from
reference and such difference can be visually seen at 60 s and 80 s. Un-
like the performance in the previous case, the results from advanced
normalization approach show a large deviation from reference in this
case study. Because the activation energies of solubility for two
Fig. 11. Moisture concentration distributions in Case 2
materials are not identical, the critical requirement for utilizing the ad-
vanced normalization approach is not satisfied in this case. Therefore,
applying this approach can result in incorrect results. The concentration
discrepancy especially near the interface can cause significant errors
when calculating the hygroscopic stress and the vapor pressure, thus af-
fecting the accurate prediction for the interfacial delamination behavior.
It is not surprising that the conventional normalization approach with
ANSYS 15 leads again to awrong result. For the conventional normaliza-
tion approach with ANSYS 17, similar to the previous case, the results
conform to the reference except for 60 s and 80 s.

For a realistic dynamic thermal loading condition such as reflow, the
temperature within the materials will change with time and distribute
non-uniformly. A third case was performed considering the actual
heat transfer process and the temperature gradient within the mate-
rials. The thermal material properties for Materials 1 and 2 are listed
in Table 2. The moisture material properties are the same as Case 2.
Varying temperature boundary condition was applied at only exteriors
of Material 1 and Material 2. For such an anisothermal condition, the
onlymethods that can be implemented are the internal source approach
and the conventional normalization approach using ANSYS 17. The se-
quentially coupled thermal-diffusion analysis was performed to imple-
ment the internal source approach, while a direct couplingmethod was
(a) t = 20 s (b) t = 40 s (c) t = 60 s (d) t = 80 s.



Fig. 12. Moisture concentration distributions in Case 3 (a) t = 20 s (b) t = 40 s (c) t = 60 s (d) t = 80 s.
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used for the conventional normalization approach in ANSYS 17. Fig. 12
shows the moisture concentration results generated from the two
methods. Again, the internal source approach yields similar results to
the reference. The results produced by the conventional normalization
approach using ANSYS 17 are slightly larger than the reference results
at 60 s and 80 s.
5. Discussion

In the above three cases, the conventional normalization approach
with ANSYS 17 generates slightly different results from the reference
at 60 s and 80 s. Nonetheless, it does not mean ANSYS 17 cannot solve
such diffusion problems correctly. A closer examination reveals that
such an error results from the relatively large time step size (2 s).
Fig.13 shows the concentration distribution at 80 s under different
time step sizes for all three cases. It can be found that the result differ-
ence decreases as the time step size decreases. Although ANSYS 17 pro-
vides a convenient way to simulate the bi-material diffusion under
transient thermal loadings with temperature-dependent Csat, users
should be careful in choosing a proper time step size during the simula-
tion. For the case studies in this paper, although the calculation time of
the internal source approach is long due to themultiple restarts, it yields
more accurate results compared to the conventional normalization ap-
proach with ANSYS 17 under the same time step size. The internal
source approach can accurately predict moisture concentration distri-
butions in all three dynamic temperature loading conditions, which
means it has potentially broader fields of application.

As for the direct concentration approach, its performance in Cases 1
and 2 can mislead people to think it is correct. The root cause of such a
false impression is the approximation of Fourier numbers for Materials
1 and 2 (Fo1/Fo2=1.25). Fourier number Fo is defined as

Fo ¼ Dt

L2
ð61Þ

where D is the diffusivity, t is the characteristic time and L is the charac-
teristic length.

When the ratio of Fourier numbers between two adjacent materials
(Fo1/Fo2) is close to 1, the diffusion flux across thematerial interface ap-
proaches 0. In this situation, the effect of flux discontinuity generated by
theDCAwill beminimized. A parametric studywas performed to exam-
ine the influence of Fourier number ratio between twomaterials on the
concentration result from DCA. In this case, temperature and moisture
boundary condition are the same as in Case 1. Different Fourier number
ratios were obtained bymodifying the diffusivities of twomaterials. The
concentration difference between the results fromDCA and reference at
the material interface on Material 1 side was calculated under different
Fourier number ratios (Fo1/Fo2). It can be seen from Fig. 14, as the ratio
of Fourier number between two materials (Fo1/Fo2) increases, the con-
centration difference between the results from DCA and reference in-
creases. Such a difference is also affected by time. As time goes on, the
concentration difference increases significantly.When the Fourier num-
ber ratio is less than 1.25, the difference between DCA and reference is
in a small range (less than 6%). If a small error is permitted, the DCA
can generate reasonable results when the Fourier number ratio be-
tween two materials is close to 1.

6. Summary

This paper summarized the critical challenges of moisture diffusion
analysis in a multi-material system and addressed the fundamental



Fig. 13.Moisture concentration results at 80 s from ANSYS 17 with different time step size (a) Case 1 (b) Case 2 (c) Case 3.
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reason why most commercial finite element software cannot directly
solve the diffusion problem under a dynamic thermal loading condition
with a temperature-dependent Csat. Different diffusion modeling tech-
niques were reviewed and analyzed. Case studies were performed to
compare the results of different approaches under three different tran-
sient thermal loading conditions.

It was theoretically proved that the direct concentration approach
cannot satisfy the diffusion flux continuity condition across thematerial
interface. The direct concentration approach can only be applied when
the diffusion flux across the material interface is approximately equal
to 1. The peridynamic direct concentration approach cannot generate
Fig. 14. Effect of Fourier number on the accuracy of DCA.
moisture concentration discontinuity at the material interface, while
the peridynamic normalized concentration approach cannot be applied
under dynamic thermal loading conditions when implemented in
ANSYS. The piecewise normalization approach was shown to be effec-
tive when simulating moisture diffusion in a bi-material system under
dynamic thermal loading conditions with uniform temperature distri-
bution. The internal source approach was clarified and re-expressed in
a purelymathematical way. The internal source approachwas validated
as a universal method in simulating moisture diffusion under all three
types of dynamic thermal loading conditions. The new function of diffu-
sionmodule in ANSYS 17was examined and validated in case studies. It
has been shown that the proper time step size selection is important to
obtain accurate results in diffusion analysis with ANSYS 17.
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