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ABSTRACT

In this paper we propose an approach with reduced
complexity for the optimization of a multi-hop trans-
mission path through a wireless network. Based on the
assumption that nodes use successive interference can-
cellation (SIC) and maximal ratio combining (MRC)
to deal with mutual interference and to utilize all the
received signal energy, we first derive the signal-to-
interference-plus-noise ratio (SINR) expression for each
node. Then we show that under mild conditions the
maximum capacity for an H-hop path can be found
by a max-min optimization on the line connecting the
source and destination nodes. A simple algorithm is
then proposed to select the best hop nodes for enhanc-
ing capacity. The complexity of the algorithm is con-
trollable, and can be made low enough for large net-
work sizes. Extensive simulations are conducted to
demonstrate its performance.

1. INTRODUCTION

Multi-hop wireless networks formed by a large number
of distributed nodes are one of the classes of emerging
networks. Typical examples include wireless sensor
networks [1], networked robotic systems and wireless
ad-hoc networks. They have potentially wide appli-
cations in military, industry, and even future homes.
What make them unique are their common characteris-
tics, such as massively distributed yet redundant struc-
ture, coordinated information processing among nodes
with limited individual bandwidth, energy and reliabil-
ity, and large network size.

For such networks, network capacity is a critical

concern not only because large networks generate mas-
sive information for communications, but also because
the communications capacity per node reduces with
the increase of number of nodes [2]. Differently from
wired networks, nodes competition and cooperation in
wireless networks make the hop selection and capacity
optimization extremely difficult. Wireless nodes can
interfere each other when transmitting, but can also
help each other via relaying and cooperation. On the
other hand, though interference in general degrades
signal-to-interference-plus-noise ratio (SINR), receiv-
ing nodes may exploit some interference.

Capacity of wireless networks is still an open prob-
lem, with only some limited research results in the lit-
erature. Among them there are results about the scal-
ing properties of large wireless networks with infinite
size [2],[3],[4]. More detailed capacity region results
are available for small networks with one or two hops
and a few nodes only [5]. As a different approach, the
method in [6] can calculate capacity regions for multi-
hop wireless networks. However, because the com-
plexity increases rapidly, its application is limited to
small networks with less than 15 nodes. In fact, brute-
forth exhaustive methods rapidly become prohibitive
even for small networks.

Most wireless network routing protocols tend to
avoid such special competition and cooperation issues
[7], and thus can not provide optimal capacity and per-
formance. There is another class of methods that de-
pend on sophisticated simulation techniques for net-
work optimization. In this direction, some of the new
evolutionary computing techniques have been adopted
for the optimization of wireless sensor networks [8],
the throughput optimization of multi-hop wireless net-
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Fig. 1. A wireless network with a source node trans-
mitting packets to destination node via a 3-hop relay-
ing path.

works [9], optimal resource allocation for wireless ATM
networks [10], and optimizing wireless network lay-
outs [11].

Considering that the problem of hop selection and
capacity optimization is still open but is critical for
multi-hop wireless network development and perfor-
mance analysis, in this paper we develop a new method
that can efficiently optimize hop selection for enhanc-
ing the capacity of a multi-hop transmission path. It
permits path capacity calculation in even large wire-
less networks.

The organization of this paper is as follows. In
Section 2, we give the multi-hop wireless network model.
Then in Section 3, we develop the new method. Exten-
sive simulations are conducted in Section 4. Conclu-
sions are then given in Section 5.

2. MULTI-HOP WIRELESS NETWORK
MODEL

We consider a wireless network with J + 1 nodes.
Without loss of generality, we let the nodes distribute
uniformly within a square of L×L meters, as shown in
Fig. 1. For simplicity, we consider only one transmis-
sion path from a source node, which we denote as node
0 with a position (0, 0), to a destination node, which
we denote as node J with a position (L,L). Any of
the other J − 1 nodes, which we denote as node 1 to
node J − 1, may participate in the relaying. In Fig. 1,
a 3-hop transmission path is illustrated.

Let the distance between node i and node j be dij ,
and let each node have a transmission power p if par-

Rx Pk k−j+1

Slot # 0 1 2 k...... .....

Node 0 Tx Pk 2 Tx Pk kTx Pk 0 Tx Pk 1 ...... .....

Node 1
Rx Pk 0

Tx Pk 0
Rx Pk 1

Tx Pk 1 Tx Pk k
Rx Pk k+1Rx Pk 2

...... .....

...... .....Node j Tx Pk k−j

Fig. 2. Transmission and receiving slots for the nodes
in the relaying path.

ticipating in transmission. If node i transmits with a
power p, then the received signal power at node j is
pgij , where gij = d−α

ij with the path loss exponent
α. We do not consider other small scale fading in this
paper for simplicity. Obviously, we need to limit the
minimum distance among the nodes to be no less than
1 to avoid the impractical problem of receiving power
higher than transmission power.

The problem considered in this paper is the opti-
mization of hop selection in case H-hop relaying is
required. The objective of such optimization is to max-
imize the transmission capacity of H-hop path. In an
H-hop transmission path, the participation nodes are
denoted as node 0, 1, · · · ,H , where H = J , and each
node i, for 1 ≤ i ≤ H − 1, is chosen from the rest
J − 1 nodes without repetition inside the network.

The transmission of packets follows a slotted struc-
ture, as shown in Fig. 2. Specifically, in slot 1, node 0
transmits a packet to node 1. Note that all the nodes
(1 to H) can hear the transmission, but just having
different received signal power because of the differ-
ent distances to node 0. In general, the received sig-
nal power of node i from this transmission can be de-
scribed as pg0,i = pd−α

0,i , where 1 ≤ i ≤ H . With-
out loss of generality, we assume that node 1 have the
strongest received signal power. If the SINR of node
1 is large enough, then node 1 can successfully de-
code the packet and retransmit it in slot 2. Meanwhile,
simultaneously the node 0 transmits a new packet in
slot 2. This means that node 1 (and any other node)
needs to receive and decode a new packet while trans-
mitting the current packet. This simultaneous trans-
mission and receiving assumption can greatly simplify
our SINR and capacity analysis, because otherwise we
have to consider endlessly many different slot trans-

2 of 7



mission schemes. Later we will see that the simultane-
ous transmission does not cause theoretical problems
for the node to receive a new packet.

Therefore, node 0 begins transmitting packet 0 in
slot 0, and transmits one new packet in each subse-
quent slot. Node 1 begins transmission of packet 0 in
slot 1 while detecting the packet 1. It detects one new
packet and transmits one old packet simultaneously in
each subsequent slot. So do all the other nodes 2 to
H − 1, except that the node i begins transmission of
packet 0 in slot i. The destination node H = J con-
ducts receiving and decoding in all slots.

Although we assume that a node can conduct trans-
mission and receiving at the same slot, it can not trans-
mit and receive/decode the same packet simultaneously.
Instead, a packet can be transmitted only after it was
decoded during the previous slots. This guarantees
proper multi-hop relaying delays, i.e., the larger the
hop count H , the larger the delay, which is another im-
portant feature of wireless multi-hop networks besides
path capacity.

Referring to Fig. 2, the received signal of node j
in slot k can be described as

xj(k) =
H−1∑
i=0

√
pgi,je

jθi,ju(k − i) +
√

Nvj(k), (1)

where u(k) denotes the signal of packet k, θi,j denotes
the channel phase of the propagation path from node i
to node j, and vj(k) denotes the noise received by node
j in slot k. We assume that all the nodes have the same
receiving noise power N for simplicity, which means
E[|vj(k)|2] = 1. In (1), u(k − i) means that the node
i transmits packet k − i in slot k. We have assumed
that each node applies the same encoding and modula-
tion schemes for the same packet, and the packet signal
u(k) have unit norm E[|u(k)|2] = 1.

From (1) we see that while node j is receiving sig-
nal xj(k) in slot k, it also transmits a packet u(k − j).
Obviously, in order to support continuous operation,
i.e., the node j transmits the packet u(k − j + 1) dur-
ing slot k+1, we need to guarantee that the node j can
detect the packet u(k − j + 1) in slot k using the re-
ceived signal xj(�) for all � = 0, · · · , k. Note that the
signal xj(k) is a composition of H packets transmitted
by the H nodes (H − 1 relaying nodes and the source
node), which means that the packet u(k−j+1) is also
contained in previously received signals. Specifically,

the packet u(k − j + 1) is transmitted by nodes 0 to
j − 1 during slots k − j + 1 to k, respectively. As a
result, a better strategy for the node j is to utilize re-
ceived signals xj(�) for k − j + 1 ≤ � ≤ k in order to
detect the packet u(k − j + 1).

From the description of the signal model (1), we
see that we have considered the two special proper-
ties of wireless networks: mutual interference among
nodes and cooperation among nodes. However, a packet
is transmitted by only one node in each slot, which
means that we do not consider some more sophisti-
cated cooperation strategies, such as the simultaneous
transmission of a packet by multiple nodes [12], [13].
In addition, we consider only decode-and-forward re-
laying, not amplify-and-forward or others. Each node
in the H-hop path needs to be able to decode each
packet successfully. Based on this fact, we will derive
the SINR of each node, from which the capacity of this
node is available, and the capacity of this H-hop path
can be derived as the minimum capacity among the
H receiving nodes. The problem of hop selection and
capacity optimization thus becomes a max-min opti-
mization.

3. SINR ANALYSIS AND OPTIMIZATION

In this section, we first derive the SINR expression for
each node, then propose a method to find the optimal
hop nodes for an H-hop relaying path.

3.1. SINR analysis for each node

Recall that the node j needs to be able to decode the
packet u(k− j +1) in slot k using the received signals
xj(�) for k − j + 1 ≤ � ≤ k. Nevertheless, the signals
xj(�) can be further simplified.

From (1), we see that in slot k, the node j−1 trans-
mits the packet u(k − j + 1) to the node j, while all
other nodes’ signals are looked as interference by the
node j. Among the H packets that contained in xj(k)
in (1), the node j has already decoded and thus knows
H − j of them. In fact, the node j has already trans-
mitted or is transmitting these H − j packets. Specif-
ically, the packets transmitted by any node i >= j,
including the node j itself, are known to the node j.
Only the packages transmitted by nodes i < j are new
to the node j. Therefore, using successive interference
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cancellation (SIC) and knowledge of all channels, the
node j can remove the known packets from (1) and
reduce xj(k) to

x̂j(k) =
j−1∑
i=0

√
pgi,je

jθi,ju(k − i) +
√

Nvj(k). (2)

For this signal, the signal-to-interference plus noise ra-
tio (SINR) is

sj(k) =
pgj−1,j∑j−2

i=0 pgi,j + N
. (3)

However, this is not the only signal that the node j
has for the detection of packet u(k − j + 1), and thus
this SINR can be improve by other signals. In the slot
k − 1, the node j has obtained a signal similar to (2),
which is

xj(k−1) =
j−1∑
i=0

√
pgi,je

jθi,ju(k−1−i)+
√

Nvj(k−1).

(4)
In the slot k − 1, it should have decoded and thus
known the packet u(k − j). Then it can now remove
this packet and reduce (4) to

x̂j(k−1) =
j−2∑
i=0

√
pgi,je

jθi,ju(k−1−i)+
√

Nvj(k−1),

(5)
which contains information about the package u(k −
j + 1) as well. The SINR for the signal (5) is

sj(k − 1) =
pgj−2,j∑j−3

i=0 pgi,j + N
. (6)

The above procedure can be easily extended to re-
ducing all signals that contains the packet u(k−j+1).
Specifically, the node j can exploit its received and
processed signals in slots k−j+1, · · · , k−1, k, which
have the general form as

x̂j(k−�) =
j−�−1∑

i=0

√
pgi,je

jθi,ju(k−�−i)+
√

Nvj(k−�),

(7)
where � = j−1, · · · , 0, to detect the packet u(k− j +
1). The SINR for x̂j(k − �) is

sj(k − �) =
pgj−�−1,j∑j−�−2

i=0 pgi,j + N
. (8)

Now the node j has j received signals to detect a
packet u(k− j +1), which needs to be optimally com-
bined to maximize the SINR. One of the ways for op-
timal combining is maximal ratio combining (MRC).
In order to derive MRC, we first need to normalize the
signals x̂j(k − �) by their corresponding interference
plus noise power. Specifically, the interference plus
noise power of the signal x̂j(k − �) is

Ij(k − �) =
j−�−2∑

i=0

pgi,j + N, (9)

which is exactly the denominator of (8). Then the sig-
nals can be normalized as

x̃j(k − �) =
1√

Ij(k − �)
x̂j(k − �). (10)

Note that after normalization, the SINR for x̃j(k − �)
is still (8).

Then the MRC is conducted as

yj(k) =
j−1∑
�=0

a�x̃j(k − �), (11)

with combining weights a�. The optimization objec-
tive is to maximize the SINR of yj(k), which we de-
note as sj .

Proposition 1. With the optimal MRC coefficients

a� =
√

sj(k − �)e−jθj−�−1,j , (12)

the SINR of yj(k) in (11) is maximized and equals to
the summation of individual SINR in (8), i.e.,

sj =
j−1∑
�=0

sj(k − �). (13)

Outline of Proof. This is a standard MRC opti-
mization and can be proved by using Schwartz inequal-
ity. The key point is to locate the signal part in x̃j(k −
�), which is

√
sj(k − �)ejθj−�−1,ju(k − j + 1). The

interference and noise components are mutually inde-
pendent due to both the random channel phases and the
random signals. �

Based on Proposition 1 and (13), we can calculate
the SINR for a node j in an H-hop relaying path when
detecting packets as

sj =
j−1∑
�=0

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

, (14)
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for any node j = 1, · · · ,H .
A interesting property is that the nodes i > j (af-

ter the node j) in the hop-chain do not play a role in
the SINR of the node j. In contrast, the nodes i < j
(before the node j) in the hop-chain both contribute
interference to reduce the SINR and contribute useful
signal to increase the SINR of the node j.

For the H-hop relaying path with node SINR sj ,
where j = 1, · · · ,H , the transmission capacity is

C1,··· ,H(H) = min
1≤j≤H

log2(1 + sj). (15)

Furthermore, in a network with J + 1 nodes, in
order to find the highest H-hop transmission capacity
from node 0 to node J , we need to select the best H−1
nodes to form an H-hop transmission path that has the
highest capacity. This can be configured as a max-min
optimization problem

C(H) = max
nodes {1,··· ,H−1}⊂{1,J−1}

C1,··· ,H(H). (16)

Unfortunately, exhaustive search of all possible node
combinations becomes prohibitive even for small J .
Therefore we need to look for new methods with re-
duced complexity.

3.2. Hop optimization in source-destination line and
node selection

From the SINR expression (14), we have seen the com-
plex relationship among the nodes. For simplification,
we consider the case that the first term in sj (with
� = 0) is the dominating one, i.e.,

pgj−1,j∑j−2
i=0 pgi,j + N

�
j−1∑
�=1

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

. (17)

Intuitively, this means that the transmission of the node
j − 1 has a dominating contribution to the received
signal of the node j. Obviously, this is a reasonable
assumption for a fixed H hop count. Otherwise, if
the first term is in-significant, then the transmission of
nodes 0 to j− 2 is even stronger than node j− 1 to the
node j. This means that the node j − 1 in fact wastes
its transmission power, and this path can not have the
highest capacity among the H-hop paths. Therefore,
there is no loss to avoid considering such cases.

Under the assumption (17), we can derive a simple
way for selecting the hop nodes to enhance the trans-
mission capacity.

Proposition 2. For any H-hop relaying path, there
exists a corresponding H-hop relaying path along the
line connecting the source and the destination that has
larger transmission capacity, if the nodes can be put in
corresponding places on this line.

Remark: Intuitively, this proposition means that
shorter transmission distance has higher transmission
capacity under the same total transmission power.

Outline of Proof. Let us consider an arbitrary H-
hop relaying path as illustrated in Fig. 1. Correspond-
ing to the node 1, we can find a point on the source-
destination line that has equal distance to the source as
the node 1 (which is d0,1). Then if we place a relay in
this point, it will have the same SINR as node 1.

Next, corresponding to node 2, we can place an-
other relay on the line so that it has a distance to the
first node (on the line) that is the same as d1,2. Now
because d0,2 is smaller than the distance of the new
node on the line to the source, this new node suffers
smaller interference, and thus has higher SINR than
the node 2. This can be shown easily under (17).

Similarly, we can show that for any other nodes in
the path, we can find a corresponding point on the line
that has larger SINR, up to the destination. �

The significance of Proposition 2 is that the up-
per bound of H-hop path capacity can be found by
a max-min optimization along the source-destination
line. This max-min optimization can be conducted rel-
atively more efficiently. Specifically, in order to find
the highest capacity of H-hop relaying, we just need
to find H − 1 positions in the line that gives the high-
est SINR.

Let the parameter dk, k = 0, · · · ,H − 1, denote
the distance between the node k and the node k + 1,
respectively. Then the max-min optimization is formu-
lated as a constrained optimization

max
{dk}

min
1≤j≤H

j−1∑
�=0

p
∑j

m=j−�−1 d−α
m∑j−�−2

i=0 p
∑j

m=i d−α
m + N

, (18)

under the constraint
∑H−1

k=0 dk = d0,J . We may also
need the constraints dk ≥ 1 for k = 0, · · · ,H − 1 to
avoid the impractical case that small dk makes received
power larger than transmission power.
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The max-min optimization (18) usually needs good
initial conditions for global convergence. Fortunately,
for each hop count H , we just need to find one set
of optimal dk and the corresponding capacity. Impor-
tantly, the optimization is not related to the network
size, or the total number of nodes J + 1. As a result,
it is feasible find the optimal solutions by numerical
evaluations. Some numerical results are shown in Sec-
tion 4.

Based on the pre-calculated optimal hop distances
{dk}, we can then develop an efficient algorithm to
look for the best hop nodes for arbitrary wireless net-
works. The algorithm is outlined below.

Without loss of generality, let us assume that we
need to determine an H-hop relaying path in a net-
work of J + 1 nodes from node 0 to node J . First,
corresponding to each of the optimal hop distance dk,
we can locate a point on the source-destination line.
Then centered around this point, we can find M nodes
(among the J − 1 arbitrary nodes) that are closest to
this point. This step is repeated for each distance dk.
Finally, after we find H − 1 sets of M nodes, we can
do an exhaustive search of MH−1 possible paths to
find the one that gives the highest capacity.

An intuitive explanation of the above procedure is
that in a dense wireless network, there are nodes close
to the optimal relay locations with high probability.
The complexity of the exhaustive search in the final
step is controllable via the pre-determined parameter
M . The larger the M , the better the optimization re-
sults, but also the higher the complexity. Because of
limited space in this paper, we next give some simu-
lation results to show the superior performance of this
algorithm.

4. SIMULATIONS

In this section, we use numerical optimization to evalu-
ate (18) and use Monte-Carlo simulations to verify the
proposed method. We assume L = 100 meters. For
each hop count H , we can solve (18) and find the op-
timal relay locations. The corresponding path capacity
can also be calculated by (15)-(16). We normalize the
path capacity by the direct source to destination trans-
mission capacity as C(H)/C(1). The capacity based
on numerical evaluation of (18) is shown in Fig. 4,
where we denote the numerical results as “analysis”
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results.

In Monte-Carlo simulations, for various node num-
ber J , we randomly place the nodes. Then we simulate
both the complete exhaustive search with complexity
(J − 1) × (J − 2) × · · · × (J − H) and the proposed
algorithm with a complexity MH . We denote them as
“Exhaustive” and “Proposed” results in the figures.

In Fig. 3, we clearly see that the proposed method
fits very well with the complete exhaustive search. The
error is very small, especially when the number of nodes
is not very small. In addition, the proposed method
works for extremely large number of nodes and long
hops, where the exhaustive search method becomes
computationally prohibitive. The average capacity in-
creases when the node number J increases, or when
the hop count H increases.
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In Fig. 4, we see that the maximum capacity ob-
tained by the three ways fits very well. When hop ac-
count is small, the analysis results and the results of the
proposed method are both almost identical to exhaus-
tive search results. When hop count H increases, how-
ever, the proposed method gives results smaller than
the analysis results, which is because the number of
simulation iterations was limited so we could not en-
counter those optimal node placements. In Fig. 5, we
further see that the maximum capacity found by our
proposed method fits well with the exhaustive search
method.
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