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Abstract: This paper analyzes fault-tolerance over the entire design life of a class of multiple-hop wireless networks, where coop-

erative transmission schemes are used. The networks are subject to both node failure and random channel fading. A node lifetime

distribution is modeled with an increasing failure rate, where the node power consumption level enters the parameters of the distribu-

tion. A method for assessing both link and network reliabilities projected at the network’s design life is developed. Link reliability is

enhanced through use of redundant nodes. The number of redundant nodes is restricted by the cooperative transmission scheme used.

The link reliability is then used to establish a re-transmission control policy that minimizes an expected cost involving power, band-

width expenditures, and packet loss. The benefit and cost of feedback in network operations are examined. The results of a simulation

study under specific node processing times are presented. The study quantifies the effect of loop closure frequency, acknowledgment

deadline, and nodes’ storage capacity on the performance of the network in terms of network lifetime, packet loss rate, and false alarm

rate. The study concludes that in a network where energy is severely constrained, feedback must be applied judiciously.

Keywords: Fault-tolerance, network reliability, energy efficiency, packet loss rate, discrete event simulation, feedback, optimal

control.

1 Introduction

1.1 Objectives and scope

The class of wireless networks under consideration is

the class of multiple-hop, distributed networks of abundant

nodes in clusters. Each node has a limited energy supply

that cannot be replenished, and is capable of packet trans-

mission, reception, and processing that involves detection,

fusion, coding and decoding. Our main objectives are to

maximize the network reliability1 at its design life2, and to

quantify the effect of loop closure frequency on the per-

formance of the network in terms of network lifetime, and

packet loss rate.

A crucial step to achieving the objectives is to develop

a power covariate network reliability model. As a result,

the network reliability can become the overarching mea-

sure that encompasses aspects of symbol error rate, energy

efficiency, bandwidth efficiency, the effect of clustering, and

the effect of feedback.

Many algorithms have been developed for the computa-

tion of node-pair reliability of networks, which is the prob-

ability that at least one route exists between a source node

and a terminal node[1]. Unlike any other networks, how-

ever, each route in our network itself forms a sub-network

of a nested structure bound by the cooperative transmis-
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1The network reliability Rnet(t) is defined as the probability that
the network performs successfully its required function over a period
of t time units under the stated operating conditions.

2A design life TD is defined as the maximum time by which a
prescribed network reliability is maintained.

sion scheme used. The nested structure is a result of mod-

eling both node life and channel fading. Therefore, we

confine ourselves to the sub-network of a K-cluster route

through which packets hop from cluster 1 to cluster K.

The restriction to the single-route problem is due to our in-

tention to capitalize on some new physical layer transmis-

sion schemes[2−4]. Our interest is not in devising routing

protocols[5] that enhance the network connectivity evalu-

ated using the knowledge of the spatial distribution of the

wireless nodes[6], or prolong network lifetime assessed us-

ing the deterministic knowledge of energy expenditure at

each node[7]. Instead, we are seeking to understand and to

optimize the temporal evolution of network reliability, and

to use this information to help determine the level of re-

dundancy and level of supervisory activity in the network

operation.

With proper formulation of a cooperative transmission

problem employing multiple nodes, transmission diversity

can be provided to combat deep-fading suffered by the

near-ground communications[8, 9]. The existing cooper-

ative diversity schemes, though efficient in transmission

power, increase the circuit energy consumption associated

with, for example, static current in transceivers and encod-

ing/decoding circuitry, when multiple nodes must be kept

on for listening and reception[10]. The authors have recently

developed cooperative transmission schemes that can ad-

dress simultaneously power efficiency, bandwidth efficiency,

and fault-tolerance. Our simulation with a new coopera-

tive transmission scheme[2] indicated a 6-fold reduction in

power consumption at an enhanced level of network relia-

bility with a two-node cluster that achieves a 15 dB signal

to noise ratio at the receiving cluster. This scheme can be

implemented using a space-time block coding technique[3, 4]
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without loss of bandwidth efficiency.

Built on our work of cooperative transmission, the first

idea to be explored in this paper is to determine the level

of redundancy appropriate for the cooperative transmission

that also maximizes the network reliability at the network

design life. Of particular interest is the question on how

much feedback is appropriate at a certain level of redun-

dancy usage for a prescribed network design life and a pre-

scribed packet loss rate. The answer is sought numerically

in this paper under the constraints that 1) processing time

of a packet by a node is finite, 2) supervisory activities

consume lifetimes of the nodes, and 3) a specific supervi-

sory protocol is assumed. A general-purpose simulation tool

Arena[11, 12] is used for this purpose. Though Arena does

not have the network-oriented convenience afforded by spe-

cialized tools for networks, it offers a greater flexibility to

model and to scrutinize aspects of a network and its per-

formance for the stated unique objectives of this work.

The paper is organized as follows. In the next subsection,

a re-transmission chain is formed that serves to motivate

the quest for understanding the impact of loop-closure on

the network reliability. Section 2 introduces link reliability

through modeling a power-covariate lifetime distribution of

a node, based on which network level reliability is also de-

rived. The link reliabilities are then applied to optimally

assign participating nodes to clusters. The section also

solves a simple version of a re-transmission problem formu-

lated as a Markov decision problem with partial information

feedback. Section 3 describes a particular acknowledgment

protocol for packet reception for a 5-hop network modeled

with Arena. The section analyzes network lifetime, packet

loss rate, and false alarm as they relate to loop closure rate

based on data generated through simulations. Section 4

discusses the implications on network design based on our

analytical and simulation study, limitations of our work,

and areas to be investigated in the future.

1.2 A motivating example

Fig. 1 Packet transmission in a K-cluster route

The simple Markov chain in Fig. 1 describes a K-cluster

packet transmission process, where state name i stands for

the ith cluster through which a packet hopping from the

source through the network to the destination must pass,

where link reliability pl
i, to be derived in the next section, is

the probability that a packet reaching the ith cluster is suc-

cessfully relayed to the i+1th cluster with a required power

level. ci is the conditional probability (called a supervisory

coverage)[13] that upon the failure of the first transmission

attempt, a re-transmission command is successfully issued

to cluster i. In an unsupervised environment, ci is set to

1 for the initial transmission attempt, and to 0 for all re-

transmissions. In a supervised environment, on the other

hand, 0 < ci < 1. The factors affecting ci include lack of ob-

servability of state, erroneous state estimation, failure of a

supervising nodes and channels involved in supervisory ac-

tivities, and collision of packets involved in such activities.

Therefore, it is reasonable to assume ci ≤ pl
i .

With the Markov chain established, the state probability

pc
i , i.e., the probability that a packet reaches cluster i, can

be calculated by solving for π(k) = [pc
1 · · · pc

K ] recursively

from π(k+1) = π(k)M(k, k+1), where M(k, k+1) is called

a probability transition matrix[14] with entries depending on

pl
ici.

Assume each transmission attempt consumes power Pi.

The average number of transmissions needed to reach state

i + 1 can be shown to be N̄i = (pl
ici)

−1, i = 1, · · · , K.

Then the power usage per packet transmission through the

network can be estimated by P̄ =
PK

i=1 pc
i N̄iPi. Then E =PTD

t=0 P̄ is an estimate of the network energy efficiency over

its lifetime. Here the notion of network age t is specialized

to the number of packet transmissions that the network

has carried out so far with the assumption that all clusters

age uniformly and the number of redundant nodes in each

cluster is large.

Let us consider two simple but representative cases. In

the first case there are no feedback and no supervisory ac-

tivity, i.e., ci = 0 for all re-transmissions, while the cluster

transmission with multiple nodes is used. In the second case

a supervisory scheme is in place to issue re-transmission

whenever needed, while only a single node in a cluster is

used at a time for each transmission attempt.

Fig. 2 2-node w/o feedback v.s. 1-node w/ feedback
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Fig. 2 shows 10 snapshots of state probabilities for a 5-

cluster route when a packet transmission is initiated at

k = 1 for the above mentioned two representative cases.

The five rows of the plots are pc
1 through pc

5, indexed at

consecutive time instants of packet transmissions. The left

column of plots is for the unsupervised case, where the link

reliability pl
i = 0.99 for all i at the current network age,

resulting from a 2-node cooperative transmission with a re-

liability of 0.9 for each node. For the moment perfect chan-

nels are assumed, in which case a link reliability is the same

as a cluster reliability. The right column of plots is for the

supervised case, where the link reliability pl
i = 0.9 for all i,

resulting from a 1-node/transmission scheme with a node

reliability also 0.9, and a supervisory coverage ci = 0.9.

The following can be observed. 1) Without feedback,

the network reliability
QK

i=1 pl
i depends solely on the indi-

vidual link reliabilities. Therefore, high link reliability is

crucial, especially for a route with a large number of hops.

Given the limited standalone node reliability and channel

fading phenomena, high link reliability is not possible with-

out using a multiple-node cooperative transmission scheme.

2) Feedback enables the network to eventually settle in its

absorbing state at the expense of power and bandwidth ex-

penditures. More specifically, it takes an average of 1.23

transmissions to send a packet to the next cluster in this

example, which leads to less power efficiency, and more de-

lay. In conclusion, it is most desirable to have a supervisory

scheme that is, however, rarely called for under high cover-

age and high link reliability conditions.

Our remaining tasks have become obvious: to assess and

maximize link reliabilities, to devise a transmission stopping

rule that abandons a route when it becomes a liability to the

network, and to quantify the cost and benefit of feedback.

2 Optimization of network fault-

tolerance

2.1 Network reliability

2.1.1 Node and channel reliability models

Due to dependence on power consumption, time to failure

distribution of a node must be of increasing failure rate

(IFR), i.e., a node that is found to be good after some usage

must have a shorter residual life than a brand new node.

Weibull IFR3 distribution

F n(t) = 1− rn(t) = 1− e
−
“

t
θ(P (J))

”β(P (J))

(1)

is used in this paper, where F n(t) is the distribution of node

time to failure, rn(t) is the node reliability, β(P (J)) > 1

is called a shape parameter, and θ(P (J)) > 0 is called a

characteristic life. This particular Weibull model is deemed

power-covariate because of the explicit dependence of its

parameters on power P (J) joules/packet/node involving a

J-node cooperative transmission. For simplicity P (J) will

be suppressed in the following discussion. t is now defined

with the number of packets the node has relayed. The char-

3IFR stands for increasing failure rate.

acteristic life can be scaled by N̄−1
i to reflect the additional

life expenditure due to the need of re-transmission at the

ith cluster.

For a given type of node and a family of distribu-

tions, the parameters of the distribution can be determined

statistically[15]. Suppose at a fixed power level, an m-unit

concurrent test is performed. The test terminates at the

arrival of the sth node failure, i.e., upon the observation

of failure times {t1, · · · , ts}. The maximum likelihood

estimates of the Weibull parameters can be solved from

m

β̂
+

sP
i=1

log ti − 1

θ̂

sP
i=1

tβ̂
i log ti + (m− s)tβ̂

s log ts = 0

m

β̂
+ 1

θ̂2

sP
i=1

tβ̂
i + (m− s)tβ̂

s = 0.

In addition, Mann’s two parameter F-test can be per-

formed to determine whether to reject the hypothesized

Weibull with a specified significance level[16]. The empiri-

cal dependence of β̂ and θ̂ on P (J) can be established by

repeating the experiments for many power levels.

Let Tlc denote the period of loop closure, indicating how

often a node is checked out to determine whether it has

failed. Assuming a uniform aging process, the residual life

distribution Fk(t) ≡ P [T ≤ t|T > (k − 1)Tlc] of a node

follows

Fk(t) = 1− rn
i (t)

rn
i ((k − 1)Tlc)

, t ≥ (k − 1)Tlc, k = 1, 2, · · ·

Channel failure distributions are assumed to be time in-

dependent, independent and identical for all channels in the

network. Therefore, it suffices to describe them with a con-

stant reliability value rc
i = rc. Randomness is associated

with the fading phenomena[17].

2.1.2 Link and network reliability models

Suppose the ith cluster of the K-cluster network contains

a total of Ii nodes. Suppose for every sequence of Ii re-

quests of packet transmission that arrive at the ith cluster,

a node responds to a set of Ji consecutive requests. Let us

call such an arrangement a participating/non-participating

protocol, the burden of packet transmission for every node

is effectively reduced to a fraction Ji/Ii, and the single node

characteristic life θi is increased effectively to θiIi/Ji . Note

again that the current age of a node is the number of packet

transmissions the node has carried out so far. This protocol

evens out node ages across a cluster.

The example in Fig. 3 (a) depicts a portion of an inter-

connection containing two nodes in each cluster, where Si
j

denotes the jth node in the ith cluster, and Ci
jk denotes the

channel linking the jth node in the ith cluster to the kth

node in the i + 1th cluster. Consideration of channel fail-

ures in addition to node failures turns the interconnection

into a nested structure rather than a cascade structure.
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Fig. 3 (a) dependence diagram, (b) conservative simplification

The nested structure in Fig. 3 (a) can be decomposed into

logic stages for which the output signal availability can be

computed when conditioned on the input signal availability

using a combinatorial method. More specifically, one may

write for the ith hop in Fig. 3 (a)

yi
1 = Ci

11S
i
1u

i
1 + Ci

21S
i
2u

i
2, yi

2 = Ci
12S

i
1u

i
1 + Ci

22S
i
2u

i
2

for which 16 conditional probabilities of the form

P [yi
1y

i
2 = ab|ui

1u
i
2 = cd], a, b, c, d ∈ {0, 1} (2)

can be computed, where a ‘1’ stands for the presence of a

signal and a ‘0’ absence of a signal. For example, with t

suppressed, it can be shown that[18]

P [yi
1y

i
2 = 00|ui

1u
i
2 = 11] =

(1− rn
i )2 + 2(1− rc)2rn

i (1− rn
i ) + (1− rc)4(rn

i )2.

The stages are linked by ui+1
1 = yi

1, ui
1 = yi−1

1 , ui+1
2 = yi

2,

and ui
2 = yi−1

2 .

Extension of the above result from a 2-node clusters to

a Ji-node cluster is straightforward, and can be carried out

in a systematic manner. Nevertheless, reliability evaluation

of the nested structure is a major hurdle for optimization,

especially in real-time. It is therefore desirable to work

with simpler network reliability models that provide bounds

on the nested network reliability. For example, with a ki-

out-of-Ji
[16] requirement based on cooperative transmission

considerations, where ki is the required minimal number of

operative nodes and Ji is the number participating nodes

in the ith cluster, network reliability Rnet is bounded below

by[18]

KY
i=1

RJi
i , RJi

i =

JiX

s=ki

 
Ji

s

!
[(rc)Ji+1rn

i ]s[1− (rc)Ji+1rn
i ]Ji−s.

(3)

Let RJi
i be the probability that a packet reaches at least

ki+1 nodes among the Ji+1 participating nodes in cluster

i + 1 with the required power level, given that the packet

is transmitted at cluster i from at least ki nodes among Ji

participating nodes. It can be easily shown that 0 < RJi
i −

RJi
i < 1 − (rc)Ji+1 . The error bound is thus tight as long

as channel reliability is sufficiently high. Therefore, link

reliability pl
i
∼= RJi

i , in which case the composite network

reliability Rnet can be replaced by its lower bound pl
1 ×

· · · × pl
K . Now the participating node allocation problem is

amendable to solutions using dynamic programming[19, 20].

2.2 Optimization and control

2.2.1 Participating node allocation

The purpose of participating node allocation is to deter-

mine J1, · · · , JK , the number of participating nodes at

each cluster so that the network reliability is the highest at

its design life TD without violating a bandwidth constraint.

In cluster i, Ji,min is imposed by the particular transmis-

sion scheme, whereas Ji,max (≤ Ii) is mainly imposed by

the available bandwidth.

Bounding condition (3) converts the network level deci-

sion into a series of coupled cluster level decisions. In this

case, channel failures introduce only local coupling which

can be resolved by an ordered selection process starting

from JK , ending at J1. The reader is referred to [18] for

an example of participating node allocation using dynamic

programming for a network operating unsupervised. The

solution J∗1 , · · · , J∗K can then be inserted to the staged

conditional probability formulae (2) to calculate the true

network reliability.

To illustrate the basic idea, consider a 3-cluster network

with 10 nodes in each cluster. A tree structure shown in

Fig. 4 can be created to represent all possible solutions at

TD, where all branches violating the constraints have been

trimmed. Constrains particular to the cooperative trans-

mission scheme[2] are
P3

i=1 Ji ≤ 12 and Ji,min = 2. Each

joint of the tree at a given cluster index represents a pos-

sible cumulative number of nodes. Each branch leading to

the joint carries a cost equal to RJi
i (TD) for a particular

Ji. The accumulated reliability for each passage from the

root to a leaf can be computed using Bellman’s principle of

optimality[19]. The principle is applied at every unit index

i by comparing all the accumulated reliabilities leading to

the same joint. Only the solution of the highest reliability

is retained at each joint, and the rest are removed. Once

the set {J∗1 , · · · , J∗K} is obtained, the link reliabilities are

set to pl
i = R

J∗i
i , i = 1, · · · , K − 1. Suppose unit reliabil-

ities R2
i (TD) through R8

i (TD) have been found to be 0.85,

0.90, 0.95, 0.99, 0.995, 0.999, and 0.999 5, respectively, for

the network in Fig. 4, the optimal node allocation derived

using dynamic programming is: Ji = 4 for i = 1, 2, 3.

Note that unit reliability is a complex function of Ji,

which is determined by the methods discussed in Sections

2.1.1 and 2.1.2. The optimization in this section is carried

out under the assumption that network is operating unsu-

pervised.
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Fig. 4 Trellis diagram for node allocation

2.2.2 Retransmission control

This subsection revisits the re-transmission chain intro-

duced in Section 1.2. It is now assumed that the network is

supervised to the extent that it can detect a cluster trans-

mission failure but not the state of the nodes and channels.

In addition, the participating/nonparticipating protocol is

effective to manage the large number of nodes available at

each cluster. The decision regarding re-transmission in each

of the clusters upon the detection of a cluster transmission

failure can be made based on the solution of a Markov deci-

sion problem. The main purpose is to be able to terminate

the service of the K-cluster route so that it does not turn

into a black hole in the network.

Let Xk ∈ {1, 2, · · · , K} denote the random state variable

at t = k in the chain. Control action u(xk) = 1 (or 0)

indicates the network’s decision to (or not to) re-transmit

a packet. Let C(xk, uk) be the cost incurred when control

action uk is taken based on xk. Our goal is to determine

a retransmission policy π to minimize the total expected

cost Vπ(i) = Eπ

P
k C(Xk, uk) for any initial state i. It has

been shown that under the condition 0 ≤ C(j, u) < ∞ for

all j and all u that belongs to some finite admissible sets

Uj , the minimal cost V ∗(i) satisfies the following optimality

equation[14, 20]

V (i) = min
u∈Ui

{C(i, u) +

KX
j=1

pi,jV (j)}.

In addition, policy π∗ is optimal if and only if it yields V ∗(i)
for all i.

Referring to the Markov chain in Fig. 1, the optimality

equation can be specialized to the following form

V (i) = minu∈Ui{u(i)Ti + [1− u(i)] Li| {z }
C(i,u(i))

+

u(i) [pi,iV (i) + pi,i+1V (i + 1)]| {z }
PK

j=1 pi,jV (j)

} (4)

where pi,i = 1 − pl
ici, pi,i+1 = pl

ici, Ti is the power and

bandwidth cost incurred when the network chooses to re-

transmit the packet, Li is the packet loss cost incurred when

the network chooses not to re-transmit, and network age t

is suppressed. Equation (4) can be expressed as V (i) =

min{Ti + pi,iV (i) + pi,i+1V (i + 1), Li}.
To gain some insight into the optimal policy, assume Ti =

T, Li = L, pi,i = 1 − ρ, and pi,i+1 = ρ, for i = 1, · · · , K.

Since

(1− ρ)V (j) + ρV (j + 1) < (1− ρ)V (i) + ρV (i + 1)

as long as j > i, the optimal policy is of the threshold type
[14, 20] with some threshold i∗, i.e.,

V (i) =

(
T/ρ + V (i + 1), i > i∗, (u(i) = 1)

L, i ≤ i∗, (u(i) = 0)
.

Given that V (K) = 0, V (i) can be solved

V (i) =

(
(K − i)T/ρ, i > i∗, (u(i) = 1)

L, i ≤ i∗, (u(i) = 0)

from which the threshold is obtained

i∗ =

‰
K − ρL

T

ı
(5)

where d·e denotes the smallest nonnegative integer greater

than K − ρL/T . It can be seen that the optimal policy

favors a re-transmission when a packet is near the end of

the K-cluster route (large i), when a cluster is young (large

ρ), when the cost of a packet loss is large (large L), when

power & bandwidth are cheap (small T ), when a route is

short (small K).

A study without the simplifying assumptions along this

direction is being conducted.

3 Effect of acknowledgement on perfor-

mance

3.1 Acknowledgment protocol and net-
work modeling

The objective of this section is to quantify the effect of

loop closure frequency and the nodes’ storage capacity on

the performance of the network in terms of network lifetime,

packet loss rate, and false alarm rate. The constraints con-

sidered are node’s finite packet processing time, node’s life

expenditure while performing supervisory activities, and a

specific acknowledgment protocol. As a result of the added

complexity, it becomes necessary to resort to numerical

means in order to achieve our objective.
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Fig. 5 A 5-hop wireless network including a source and a sink

Suppose in the nested configuration of Fig. 5, each receiv-

ing node at the next hop transmits an acknowledgement

(ACK) to a transmitting node of the previous hop after re-

ceiving a sequence of N packets. N is referred to as the

loop closure period. This transmission of acknowledgement

to the previous node acts as a feedback. The transmitting

node of the previous cluster inhibits the packet transmission

to the next sensor if it does not receive the acknowledge-

ment within a certain deadline (DL). This deadline forces

the transmitting node to wait for acknowledgement beyond

the loop closure period in case some packets are lost to an-

nounce that the receiving cluster has failed. To address

the issue of how acknowledgements process is handled, con-

sider the case where packets numbered 1, 2, 3, · · · , N have

been transmitted. The transmitting node waits for an ac-

knowledgement from the receiving nodes until it receives an

acknowledgement upon which it resets its counter, or until

the deadline by which it discontinues sending packets and

declares the end of network life. A false alarm is said to

have occurred if all transmitting nodes cease to transmit

packets at the end of the deadline even though a minimum

required number of receiving nodes are still operative at

each cluster.

The additional constraints described above rule out the

possibility of analytical approach for the intended perfor-

mance analysis. For this reason, the wireless model in

Fig. 5 is constructed with Arena[11, 12]. The model con-

struction involves using different modules in Arena that are

arranged into a number of templates such as ‘Basic Pro-

cess’, ‘Advanced Process’ and ‘Advanced Transfer’[12]. The

Basic Process template contains modules that are used in

modeling packet arrival and packet departure, assigning at-

tributes to packets, channel random fading, and node pro-

cessing. The Advanced Process panel comprises specific

logical functions such as a fictitious control logic unit that

is used to match the incoming packets based on their at-

tributes, to duplicate, and to merge packets. Finally, the

Route module in Advanced Transfer template is used to

transfer the packets to specified stations. Independent repli-

cations are performed for each simulation of the wireless

system model and the simulation results are stored and re-

ported.

In the 5-hop wireless network of Fig. 5, the data packets

are generated at a source of the network with a Poisson

rate. They pass through channels and nodes, and are de-

livered to a sink. For simplicity, the source and the sink

are assumed to never fail. The cluster reliability require-

ment is 1-out-of-2. In addition, there is no transport time

for passing through channels. The processing time at each

node is fixed at T units of time per packet. A packet can

be lost through a faded channel, in a failed receiving node,

in a failed transmitting node, or in a collision. The chan-

nels have independent failure probabilities. The nodes have

lifetimes that follow independent Weibull distributions, as

discussed in Section 2.1.1.

3.2 Performance analysis via simulation

This subsection investigates the dependence of network

performance on frequency of acknowledgements from the re-

ceiving nodes and on the storage capacity of the nodes. In

a transmitting node that is responsible for re-transmission,

a copy of a transmitted packet is stored for as long as the

set deadline for the reception of an acknowledgement of

that packet. Since this part of study does not deal with

re-transmission which has been generally examined in the

previous section, only a counter is needed. As a receiving

node, a received packet may be allowed to wait in a buffer

for its turn to be processed at a node while a previously

received packet is being processed. Performance considera-

tion in this section includes time to network failure, packet

loss rate, and false alarm rate. The wireless network is sim-

ulated both with and without feedback for a varying packet

generation rate. The importance of selection of appropriate

deadline, buffer size, and loop closure period to the network

performance is delineated.

Designing and analyzing simulation experiment depend

on the type of simulation[21, 22]. The performance measures

of interest in this study necessitate terminating simulations.

The terminating condition for the wireless network materi-

alizes when the network fails, which occurs when there is no

longer passage of packets from source to sink. This could be

due to the loss of the required minimum number of nodes

in a cluster, or due to a false alarm that occurs when an

acknowledgment deadline is passed even though there are

still enough surviving nodes in a receiving cluster.

For a given scenario, n independent replications of a ter-

minating simulation are run where each replication is ter-

minated as soon as a network failure is declared, and is

begun with the same initial condition of an empty and fully

operative network. The behavior of the network is studied

based on apposite data collected in the course of simulation

and the performance measures of interest are estimated us-

ing the data. As the number of collected data sample n

increases, that is as n → ∞, the sample mean of a mea-

sured performance from the multiple independent replica-

tions converges almost surely to the true mean of the un-

derlying distribution of the performance measure, based on

the Strong Law of Large Numbers[15].

The packet inter-arrival time is exponentially distributed

with mean time varied at 0.1, 0.25 and 0.35 s. The service

time of each node is fixed at T = 0.02 s. The channels are

opted to have an independent failure probability of 0.01.
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The failure time distribution of a node is Weibull. The mean

of Weibull distribution is given by (β/α)Γ(1/α), where Γ is

the complete gamma function. For chosen parameter values

of β = 50, α = 3 in the 5-hop wireless network, the mean

failure of the node occurs after serving about 2 233 packets.

Time to network failure (TNF) is defined as the expected

number of packets received at the sink before the network

fails. Time to network failure is estimated and is character-

ized as the average of total number of packets received at

the sink before the terminating condition occurs over multi-

ple replications. Suppose NR
i is the total number of packets

that reach the sink when the simulation terminates for the

ith single run of the network. The simulation is run n times

with the same initial conditions. Data NR
1 , NR

2 , · · · , NR
n are

collected and are used to obtain the time to network failure

as a point estimate of the form

T̂NFn =
1

n

nX
i=1

NR
i . (6)

The (1 − α) confidence interval of the estimate is given

by
h
T̂NFn − tn−1,α/2

q
S2

n

‹
n, T̂NFn + tn−1,α/2

q
S2

n

‹
n
i
,

where T̂NFn − E{TNF}/
p

S2
n/n follows a Student’s t dis-

tribution of n− 1 degrees of freedom, and the sample vari-

ance is given by S2
n =

Pn
i=1 (NR

i − T̂NFn)2/(n − 1). This

method is called the method of independent replications[12].

Consider the case when the feedback is applied to the

wireless network, with N = 5, DL= 25, inter-arrival time

of an exponential distribution of mean time 0.1 s, and

the rest of the specifications remain the same. Then,

with n = 30, the time to network failure is estimated

as T̂NF30 =
P30

i=1 NR
i /30 = 884.5 packets, and the

half width of 95% confidence interval is determined as

tn−1,α/2

q
S2

n

‹
n = 105.29. Thus, the 95% confidence in-

terval for TNF is 779.21 ≤ TNF ≤ 989.79.

To assure that the selected number of simulation runs

is sufficiently large to uphold the central limit theorem, a

simple test can be performed to confirm whether the data

resembles a normal distribution. If not, more replications

are required.

Simulation analysis of the 5-hop network inclusive of the

feedback mechanism indicates, as shown in Fig. 6, that the

time to network failure increases with increasing period of

loop closure (N) for a given deadline, and with increasing

deadline for a given loop closure period. The former is at-

tributed to the increased life expenditure associated with

more frequent supervisory activities that consume extra

power. The latter has to do with reduced false alarm rate as

the deadline increases. A transmitting node assumes that

a receiving node has failed if it does not receive acknowl-

edgement from the receiving node by deadline. Hence, false

alarm rate increases with a shorter deadline.

Packet loss rate is often used as a performance measure

in wireless networks. To estimate the packet loss rate, two

sets of data are collected. The 1st set collected from the

ith replication is NS
i , the total packets generated in the

source by the time the termination condition is met. The

2nd set collected from the ith replication is (NS
i − NR

i ),

which is the difference between the total number of packets

created in the source and that received in the sink in the

ith replication by the time the termination condition is met.

The sample is therefore (NS
i − NR

i )/NS
i , which represents

the percentage loss with respect to total packets generated

in the ith replication. The point estimate of packet loss rate

can be obtained as

P̂LR =
1

n

nX
i=1

NS
i −NR

i

NS
i

. (7)

(a)

(b)

Fig. 6 Time to network failure with respect to (a) loop closure

period, (b) acknowledgement deadline
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(a)

(b)

Fig. 7 Packet loss rate with respect to (a) loop closure period

and (b) deadline

From Fig. 7, it is evident that the packet loss rate de-

creases with increasing loop closure period, and increasing

deadline for all inter arrival rates. This is because a larger

loop-closure period implies less node power expenditures

in supervisory activities and hence more likely success in

transmission, and an extended deadline implies a lowered

false alarm rates and hence an effectively longer network

life. As inter-arrival time increases, the PLR decreases, be-

cause the chance of packet collision decreases.

Also of interest is the estimate of false alarm rate (FAR),

for which the sample function is defined in terms of an in-

dicator function as follows

Ii =

(
1, if false alarm occurs in the ith replication

0, otherwise.

Recall that a false alarm occurs when a transmitting node

does not receive acknowledgement from any of the receiving

nodes at the time of a deadline while some of the receiving

nodes are still alive. Then the point estimate for the false

alarm rate is defined as

F̂AR =
1

n

nX
i=1

Ii. (8)

It is obvious that false alarm rate decreases with increas-

ing deadline until there is no more benefit with further

extension of deadline beyond which network fails almost

surely before false alarm occurs, as shown in Fig. 8.

Fig. 8 False alarm rate with respect to deadline

The packet loss rate (PLR) is also examined against the

buffer size of a node. For the given range of arrival rate,

buffer size of 1 is determined to be sufficient, as shown in

Fig. 9. The reduction in packet loss rate when a sufficiently

large buffer is in place is mainly attributed to the effective

avoidance of collision.

Fig. 9 Packet loss rate with respect to loop closure period with
buffer size as a parameter
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4 Discussion

This section summarizes some of the implications based

on the results of our study on the K-cluster wireless net-

work. The network is subject to both node failures and

channel fading, which cause the network structure to be-

come nested.

The high packet loss rate observed is largely attributed

to the lack of reliability of the nodes and of the channels.

The multiple-hop environment accentuates unreliability.

High link reliabilities required for a network with a large

number of hops can be achieved by using clustered nodes

to perform cooperative communications between clusters.

Careful selection of participating nodes is necessary for op-

timized reliability at the network’s design life.

The need for acknowledgment arises when the nodes ben-

efit from knowing when to stop transmitting. Acknowledg-

ment, or generally any supervisory activity, always harms

instantaneous reliability and incurs a cost in terms of node

lifetime. One way to reduce the expenditure of lifetime is

to keep a sufficiently low loop closure rate.

A sufficiently large buffer size can effectively reduce the

chance of packet collision, which in turn reduces packet loss

rate. In our study, however, the utilization of individual

nodes is low, which explains the low demand on buffer size.

Re-transmission of packets considerably complicates the

analysis on the effect of feedback. In that case a lower

loop closure rate implies a longer delay for a packet to pass

the network. Therefore, one must consider trading off de-

lay against extra power consumption and bandwidth con-

tention that come with a more frequent loop closure rate.

In this case, however, as long as the storage capacity is suf-

ficient, packet loss can be reduced to practically none, at

least in the early life of the network. Again optimal level of

redundancy should be sought with respect to all competing

interests to either prolong the network life, or equivalently,

to maximize the network reliability at its design life.

Extensions of this work along three directions are being

considered.

1) Real time re-allocation of participating nodes as the

network ages based on network reliability projected at its

design life. (2.2.1)

2) Derivation of solutions to re-transmission control with

relaxed assumptions. (2.2.2)

3) Simulation of networks that involve retransmission,

which is conceivably more complex. (3.2)

References

[1] D. Torrieri. Calculation of Node-pair Reliability in Large
Networks with Unreliable Nodes. IEEE Transactions on Re-
liability, vol. 43, no. 3, pp. 375-377, 1994.

[2] X. Li, N. E. Wu. Power Efficient Wireless Sensor Networks
with Distributed Transmission-induced Space Spreading. In
Proceedings of 37th Asilomar Conference on Signals, Sys-
tems and Computers, Pacific Grove, California, USA, 2003.

[3] X. Li. Energy Efficient Wireless Sensor Networks with
Transmission Diversity. Electronics Letters, vol. 39, no. 24,
pp. 1753-1755, 2003.

[4] X. Li. Space-time Coded Multi-transmission Among Dis-
tributed Transmitter without Perfect Synchronization.
IEEE Signal Processing Letters, vol. 11, no. 12, pp. 948-
951, 2004.

[5] F. Ordonez, B. Krishnamachari. Optimal Information Ex-
traction in Energy-limited Wireless Sensor Networks. IEEE
Journal on Selected Areas in Communications, vol. 22, no.
6, pp. 1121-1129, 2004.

[6] F. Xue, P. R. Kumar. The Number of Neighbors Needed for
Connectivity of Wireless Networks. ACM Journal of Wire-
less Networks, vol. 10, no. 2, pp. 169-181, 2004.

[7] M. Bhardwaj, A. P. Chandrakasan. Bounding the Lifetime
of Sensor Networks via Optimal Role Assignments, In Pro-
ceedings of IEEE Computer and Communications Societies,
New York, USA, vol. 3, pp. 1587-1596, 2002.

[8] J. N. Laneman, G. W. Wornell. Distributed Space-time-
coded Protocols for Exploiting Cooperative Diversity in
Wireless Networks. IEEE Transactions on Information The-
ory, vol. 49, no. 10, pp. 2415-2425, 2003.

[9] A. Sendonaris, E. Erkip, B. Aazhang. User Cooperation
Diversity-Part I and Part II, IEEE Transactions on Com-
munications, vol. 51, no. 11, pp. 1927-1948, 2003.

[10] D. Ganesan, R. Govinden, S. Shenker, D. Estrin. Highly-
resilient, Energy-efficient Multipath Routing in Wireless
Sensor Networks. ACM Mobile Computing and Commu-
nications Review, vol. 4, no. 5, pp. 11-25, 2001.

[11] Arena 7.01.00. Rockwell Software Inc., 2003.

[12] W. D. Kelton, R. P. Sadowski, D. T. Sturrock. Simulation
with Arena, 3rd ed., McGraw-Hill, New York, USA, 2004.

[13] N. E. Wu. Coverage in Fault-tolerant Control. Automatica,
vol. 40, no. 4, pp. 537-548, 2004.

[14] C. G. Cassandras, S. Lafortune. Introduction to Discrete
Event Systems, Kluwer Academic Publishers, New York,
USA, 1999.

[15] G. Casella, R. L. Berger. Statistical Inference, 2nd ed.,
Duxbury, Belmont, CA, 2002.

[16] S. Zacks. Introduction to Reliability Analysis: Probability
Models and Statistics Methods, Springer-Verlag, New York,
1992.

[17] T. S. Rappaport. Wireless Communications, Principle and
Practice, 2nd ed., Prentice Hall, Upper Saddle River, NJ,
2002.

[18] N. E. Wu, X. Li, T. Busch. Fault Tolerance of Multiple-
hop Wireless Networks, In Proceedings of 16th IFAC World
Congress, Prague, Czech, 2005.

[19] R. Bellman. Dynamic Programing, Princeton University
Press, Princeton, NJ, 1957.

[20] D. P. Bertsekas. Dynamic Programing and Optimal Con-
trol, Athena Scientific, Belmont, MA, Vol. 1-2, 1995.

[21] J. Banks, J. S. Carson II, B. L. Nelson, D. M. Nicol.
Discrete-Event System Simulation, Prentice-Hall, Upper
Saddle River, NJ, 2001.

[22] A. M. Law, W. D. Kelton. Simulation Modeling and Anal-
ysis, 3rd ed., McGraw Hill, New York, 2000.

[23] N. E. Wu, S. Thavamani. Effect of Acknowledgement
on Performance of a Fault-tolerant Wireless Network, In
Proceedings of IFAC Symposium on Safeprocess, Beijing,
China, 2006.



134 International Journal of Automation and Computing 04(2), April 2007

N. Eva Wu received her BSEE de-
gree from the Northwestern Telecommuni-
cations Engineering Institute, Xi’an, China,
in 1982, and the MSEE degree and Ph.D.
degree both from the University of Min-
nesota, Minneapolis, USA, in 1983 and
1987, respectively. She is now a professor
in the Department of Electrical and Com-
puter Engineering at Binghamton Univer-

sity, Binghamton, NY.
Her current research interests include fault tolerant control of

complex systems.

Sudha Thavamani received her B. Sc.
degree in physics from University of
Madras, Chennai, India, in 1995, the B. Sc.
degree in instrumentation engineering from
Anna University, Chennai, India, in 1998,
and MSEE degree and Ph.D. degree from
State University of New York at Bingham-
ton in 2002 and 2006, respectively. She is
currently a system engineer with TruePosi-

tion Inc., Berwyn, PA.
Her current research includes fault tolerant control, modeling

and simulation of wireless networks.

Xiaohua Li received his B. Sc. and
M. Sc. degrees from Shanghai Jiao Tong
University, Shanghai, China, in 1992 and
1995, respectively, and the Ph.D. degree
from the University of Cincinnait, Cincin-
nati, OH, in 2000. He was an assistant
professor from 2000 to 2006, and has been
an associate professor since 2006, both with
the Department of Electrical and Computer

Engineering, State University of New York at Binghamton, Bing-
hamton, NY.

His current research interests include adaptive and array signal
processing, blind channel equalization, and digital and wireless
communications.


