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Abstract: This paper analyzes fault-tolerance over the entire design life of a class
of multiple-hop wireless networks subject to both node failure and random channel
fadings. It also examines the benefit and cost of feedback in network operations.
A node lifetime distribution is modeled with an increasing failure rate, where
the node power consumption level enters the parameters of the distribution. A
method for assessing both link and network reliabilities projected at the network’s
design life is developed. The link reliability is then used to allocate active nodes to
clusters using dynamic programming for maximizing the network’s fault-tolerance,
and to establish a re-transmission control policy that minimizes an expected cost
involving power, bandwidth expenditures, and packet loss.
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1. INTRODUCTION

The class of wireless networks under consideration
is the class of multiple-hop, distributed networks
consisting of a large number of nodes. Each node
has a limited energy supply that cannot be re-
plenished, and is capable of packet transmission,
reception, and processing that involves detection,
fusion, coding and decoding. Our goal is to maxi-
mize the network reliability at its design life TD

1 .
Our main challenge is to develop a power covariate
network reliability model 2 . As a result, the net-
work reliability becomes the overarching measure
that encompasses aspects of symbol error rate,
energy efficiency, bandwidth efficiency, the effect
of clustering, and the effect of feedback.

Many algorithms have been developed for the
computation of node-pair reliability of networks,
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1 A design life is defined as the maximum time by

which a prescribed network reliability RD is maintained,
i.e.,Fnet(t)|t=TD = 1−RD. where Fnet(t) is the cumula-
tive distribution function of the network time to failure.
2 The network reliability is given by Rnet(t) = 1−Fnet(t),
which is defined as the probability that the network per-
forms successfully its required function over a period of t
time units under the stated operating conditions.

which is the probability that at least one route
exists between a source node and a terminal node
(Torrieri, 1994). Unlike any other networks, how-
ever, each route in our network itself forms a sub-
network with an additional structure bound by
the cooperative transmission scheme used. There-
fore, we confine ourselves to the sub-network of a
K-cluster route through which packets hop from
cluster 1 to cluster K. The restriction to the
single-route problem is entirely due to our in-
tention to capitalize on some new physical layer
transmission schemes (Li and Wu 2003; Li 2003,
2004). Our interest is not in devising routing pro-
tocols (Ordonez et al., 2004) that enhance the net-
work connectivity evaluated using the knowledge
of the spacial distribution of the wireless nodes
(Xue and Kumar, 2004), or prolong network life-
time assessed using the deterministic knowledge
of energy expenditure at each node (Bhardwaj et
al., 2002). Instead, we are seeking to understand
and to optimize the temporal evolution of network
reliability and to utilize this information in the
network operation with little supervising activity.

Existing schemes for enhancing the network fault-
tolerance all carry significant overhead in terms of
energy consumption. Examples of such schemes
include multiple-path routing (Ganesan et al.,
2002), packet replication (De et al., 2003), or



feedback between neighboring nodes that either
acknowledges a successful reception or requests a
re-transmission of a packet (Kumar, 2001). Un-
like more traditional networks, such as the Inter-
net, where highly reliable links contribute little
to the transmission failures, the links of wire-
less networks are much less reliable as a result
of, for example, severe channel fading, or limited
standalone reliability of low-cost nodes, or energy
depletion of nodes. On the other hand, redun-
dancy is abundant in such networks. Therefore,
opportunities exist to address the issues of fault-
tolerance and energy efficiency simultaneously. Of
particular interest is the question on how much
feedback is needed at a certain level of redundancy
usage for a prescribed network design life.

With a proper formulation of a cooperative trans-
mission problem employing multiple nodes, trans-
mission diversity can be provided to combat deep-
fading suffered by the near-ground communica-
tions (Laneman and Wornell, 2003; Sendonaris
et al., 2003). The existing cooperative diversity
schemes, though efficient in transmission power,
increase the circuit energy consumption associ-
ated with, for example, static current in trans-
ceivers and encoding/decoding circuity, when
multiple nodes must be kept on for listening and
reception (Ganesan et al., 2002). We are develop-
ing new cooperative transmission schemes to ad-
dress power efficiency, bandwidth efficiency, and
fault-tolerance simultaneously. Our preliminary
simulation results (Li and Wu, 2003) indicated a
6-fold reduction in power consumption at an en-
hanced level of network reliability with a two-node
cluster that achieves a 15dB signal to noise ratio
at the receiving cluster. This can be implemented
using a new space-time block coding technique
(Li, 2003 and 2004) with no loss of bandwidth
efficiency.

Little has been discussed at the physical-layer
in terms of network fault-tolerance (Hoblos et
al., 2000) up to this point. Our basic idea is to
determine the level of redundancy appropriate
for our cooperative transmission scheme that also
maximizes the network reliability at its design
life. Since high cross-correlation among packets
exists under this scheme, a certain packet loss
rate could be tolerated without having to incur
energy loss associated with frequent feedback and
re-transmission.

The paper is organized as follows. In section 2,
a re-transmission chain is formed that serves to
motivate the quest for understanding the impact
of loop-closure on the network reliability. Section
3 discusses modeling the life time distribution of
a node, and deriving the network level reliability
and its lower bound as a function of link relia-
bilities. Section 4 applies the link reliabilities for

the assignment of active nodes to clusters to max-
imize the network fault-tolerance up to its design
life. It also tackles the re-transmission issue as a
Markov decision problem with partial information
feedback.

2. A MOTIVATING EXAMPLE

The Markov chain in Fig.1 describes a K-cluster
packet transmission process where state name i
stands for the ith cluster within which a packet
hopping from the source through the network to
the destination is residing. This chain is non-
homogeneous due to the deteriorating link reli-
ability pli as the network ages. The link reliability,
to be evaluated in the next section, is the prob-
ability that a packet reaching the ith cluster is
successfully relayed to the i + 1th cluster with a
required power level.

ci, called a supervisory coverage, in Fig.1 is the
conditional probability that upon the failure of
the first transmission attempt, a re-transmission
command is successfully issued to cluster i. In an
unsupervised environment, ci = 1 for the first
transmission attempt, and ci = 0 for any re-
transmissions. In a supervised environment, on
the other hand, 0 < ci < 1 in general (Wu,
2004). The factors affecting ci include lack of ob-
servability of state, or erroneous state estimation,
failure of a supervising node or cluster, fading
channel linking the supervising cluster and cluster
i, and collision among packets in which case a
more elaborate queuing network model becomes
appropriate. Therefore, in a truly distributed en-
vironment, it is reasonable to assume that ci ≤ pli.
u(i)in Fig.1 is the re-transmission control action
when state i is entered. For the moment, u(i) ≡ 1
and time-invariant pli are assumed.
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Fig.1 Packet transmission process in a K-cluster route

With the Markov chain established, the state
probability pci , i.e., the probability that a packet
is in cluster i, can be calculated by solving re-
cursively for πi(k) = [pc1(k) · · · pcK(k)] from
πk+1 = πkPk,k+1, where Pk,k+1 transition prob-
ability matrix (Cassandras and Lafortune, 1999)
as a function of plici.
Assume each transmission attempt consumes power
Pi The average number of transmissions needed
to reach state i + 1 can be shown to be N̄i =
1/plici, i = 1, · · · ,K − 1. Then the power us-
age per packet transmission through the network,
or power efficiency can be estimated by P̄ =PK

i=1 p
c
i (N̄iPi), and E =

PTD
t=0 P̄ is an estimate

of the network energy efficiency over its life time.



Here the notion of the network age t is specialized
to the number of packet transmissions that the
network has carried out so far with the assump-
tion all clusters age uniformly and the number of
redundant nodes in each cluster is large.

Let us consider two simple but representative
cases. In the first case there are no feedback
and no supervisory activity, i.e., ci = 0 for all
re-transmissions, while the cluster transmission
with multiple nodes is used. In the second case
a supervisory scheme is in place to issue re-
transmission whenever needed, while only a single
node in a cluster is used at a time for each
transmission attempt.

0 5 10
0

0.5

1
2-node cluster without re-transmission

p 1c  

0 2 4 6 8 10
0

0.5

1

p 2c

0 2 4 6 8 10
0

0.5

1

p 3c  

0 2 4 6 8 10
0

0.5

1

p 4c  

0 2 4 6 8 10
0

0.5

1

k(pi
l ≡ 0.99)

p 5c

0 2 4 6 8 10
0

0.5

1
Single-node cluster with re-transmission

0 2 4 6 8 10
0

0.5

1

0 2 4 6 8 10
0

0.5

1

0 2 4 6 8 10
0

0.5

1

0 2 4 6 8 10
0

0.5

1

k (pi
l ≡ 0.9, ci ≡ 0.9)

Fig.2 Cooperative transmission using 2-node without feed-

back v.s. using 1-node with feedback

Fig. 2 shows 10 snapshots of state probabilities
for a 5-cluster route when a packet transmission
is initiated at k = 1 for the above mentioned two
representative cases. The five rows of the plots are
pc1 through p

c
5 at 10 consecutive instants of packet

transmissions. The left column of plots is for the
unsupervised case, where the link reliability pli ≡
0.99 for all i at the current network age, resulting
from a 2-node cooperative transmission with a
reliability of 0.9 for each node. For the moment
perfect channels are assumed, in which case a link
reliability is the same as a cluster reliability. The
right column of plots is for the supervised case,
where the current link reliability pli ≡ 0.9 for all
i, resulting from a 1-node/transmission scheme
with a node reliability also 0.9, and a supervisory
coverage ci = 0.9.

The following can be observed. (i) Without feed-

back, the network reliability
QK−1
i=1 p

l
i depends

solely on the individual link reliabilities. There-
fore, high link reliability is crucial, especially for
a route with a large number of hops. Given the
limited standalone node reliability and channel
fading phenomena, high link reliability is not pos-
sible without using a multiple-node cooperative
transmission scheme. (ii) Feedback enables the
network to eventually settle in its absorbing state

at the expense of power and bandwidth expen-
ditures. More specifically, it takes an average of
1.23 transmissions to send a packet to the next
cluster in this example, which leads to less power
efficiency, and more delay. In conclusion, it is most
desirable to have a supervisory scheme that is,
however, rarely called for under high coverage and
high link reliability conditions.

Our remaining tasks have become obvious: to as-
sess and maximize link reliabilities, and to devise
a re-transmission stopping rule that abandons a
route when it becomes a liability to the network.

3. NETWORK RELIABILITY

3.1 Node and channel reliability models

Due to dependence on power consumption, time
to failure distribution of a node must be of increas-
ing failure rate (IFR), i.e., a node that is found
to be good after some usage must have a shorter
residual life than a brand new node. Weibull IFR
distribution

Fn(t) = 1− rn(t) = 1− e−
¡

t
θ(P(J))

¢β(P (J))
(1)

is used as an example in this paper, where
β(P (J)) > 1 is called a shape parameter and
θ(P (J)) > 0 is called a characteristic life. The
Weibull model is deemed covariate because of its
explicit dependence of the parameters on power
P (J) joules/packet/node involving an J-node co-
operative transmission. For simplicity P (J) will
be suppressed in the following discussion. t is now
the identified with the number of packets the node
has relayed. The characteristic life can be scaled
by 1/N̄i to reflect the additional life expenditure
due to the need of re-transmission at the ith clus-
ter.

For a given type of node and a family of distribu-
tions, the parameters of the distribution can be
determined statistically (Casella,2002). Suppose
at a fixed power level, an n-unit concurrent test
is performed. The test terminates at the arrival
the rth node failure, i.e., upon the observation
of failure times {t1, · · · , tr}. The maximum likeli-
hood estimates of the Weibull parameters can be
solved from

n

β̂
+

rX
i=1

log ti − 1

θ̂

rX
i=1

tβ̂i log ti + (n− r)tβ̂r log tr = 0

n

β̂
+
1

θ̂2

rX
i=1

tβ̂i + (n− r)tβ̂r = 0.

In addition, Mann’s two-parameter F -test can
be performed to determine whether to reject the
hypothesized Weibull with a specified significance
level (Zacks,1992). The empirical dependence of
β and θ on P (J) can be established by repeating
the experiments for many power levels.



Let Tlc denote the period of loop closure, indi-
cating how often a node is checked out to de-
termine whether it has failed. Assuming a uni-
form aging process, the residual life distribution
Fk(t) ≡ P [T ≤ t|T > (k− 1)Tlc] of a node follows

Fk(t) = 1−
rni (t)

rni ((k − 1)Tlc)
, t ≥ (k − 1)Tlc, k = 1, 2, · · · .

Single channel failure distribution is assumed to
be time independent, and identical for all channels
in the network, i.e., rci = rc, unless some a
priori information is available, which can be easily
incorporated. The randomness is associated with
the fading phenomena (Rappaport,2002).

3.2 Link and network reliability

Suppose the ith cluster of the K-cluster network
contains a total of Ii nodes. Suppose for every
sequence of Ii requests of packet transmission that
arrive at the ith cluster, a node responds to a set
of Ji consecutive requests. In such an arrange-
ment which will be called a participating/non-
participating protocol hereafter, the burden of
packet transmission for every node is effectively
reduced to a fraction Ji/Ii, and the single node
characteristic life θi is increased effectively to
θiIi/Ji. Note again that the current age of a node
is the number of packet transmissions the node
has carried out so far. This protocol unifies the
node ages across a cluster.

The reliability of the K-cluster network is now
considered. The example in Fig.3(a) depicts a por-
tion of an interconnection containing two nodes
in each cluster, where Sij denotes the j

th node

in the ith cluster, and Cij,k denotes the channel

linking the jth node in the ith cluster to the kth

node in the i + 1th cluster. The consideration of
channel failures turns the interconnection into a
nested structure rather than a cascade structure.
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Fig.3 (a) Interdependence diagram of a 2-node/hopmultiple-

hop network, and (b) a conservative simplification of the

interdependence

The nested structure in Fig.3a can be decom-
posed into logic stages for which the output signal
availability can be computed when conditioned on
the input signal availability using a combinatorial

method. More specifically, one may write for the
ith hop in Fig.3(a)

yi1 = C
i
11S

i
1u

i
1 + C

i
21S

i
2u

i
2, y

i
2 = C

i
12S

i
1u

i
1 + C

i
22S

i
2u
i
2,

for which sixteen conditional probabilities

P (yi1y
i
2 = ab|ui1ui2 = cd), a, b, c, d ∈ {0, 1}

can be computed with a ‘1’ representing avail-
ability of a signal and a ‘0’ unavailability. For
example, with t suppressed, it can be shown that

P (yi1y
i
2 = 00|ui1ui2 = 11)

= (1− rni )2 + 2(1− rc)2rni (1− rni ) + (1− rc)4(rni )2
P (yi1y

i
2 = 01|ui1ui2 = 11)

= 2rc(1− rc)rni (1− rni ) + (2rc − (rc)2)(1− rc)2(rni )2
P (yi1y

i
2 = 10|ui1ui2 = 11) = P (yi1yi2 = 01|ui1ui2 = 11)

P (yi1y
i
2 = 11|ui1ui2 = 11)

= 2(rc)2rni (1− rni ) + (rc)2(1− rc)2(rni )2

(2)

The stages are linked by ui+11 = yi1, u
i
1 = yi−11 ,

ui+12 = yi2, and u
i
2 = y

i−1
2 .

Extension of the above result from a 2-node clus-
ters to a Ji-node cluster is straightforward, and
can be carried out in a systematic manner. Nev-
ertheless, reliability evaluation of the nested struc-
ture is a major hurdle for optimization, especially
in real-time. It is therefore desirable to work with
simpler network reliability models that provide
bounds on the nested network reliability. For ex-
ample, with a ki-out-of-Ji (Zacks,1992) require-
ment based on cooperative transmission consider-
ations, where ki is the required minimal number
of operative nodes and Ji is the number partici-
pating nodes in the ith cluster, Rnet is bounded
below by

KY
i=1

JiX
r=ki

µ
Ji
r

¶
[(rc)Ji+1rni ]

r[1− (rc)Ji+1rni ]Ji−r , (3)

which comes from the decomposed cascade of
functional units as shown in Fig.3(b). Note that
JK+1 = 0 because no further transmission is
needed at cluster K. The lower bound is equiva-
lent to the configuration of Fig.3(a) in that signals
initiated from node Sij can reach every partic-
ipating node in hop i + 1 if and only if every
channel Cijk is intact for the given i, j, and for
all k ∈ {1, 2, · · · , Ji+1}. This implies a chan-
nel reliability r

Ji+1
c . It is, however, not necessary

that every channel must work to guarantee the
information flow through the network, hence the

conservativeness. Let R
Jj
i be the probability that

a packet reaches at least ki+1 nodes among the
Ji+1 participating nodes in cluster i + 1 with
the required power level, given that the packet
is transmitted at cluster i from at least ki nodes
among Ji participating nodes. Denote by the i

th

term in the product in (3) as RJii .It can be shown

that 0 < R
Jj
i −RJii < 1−(rc)Ji+1 . The error bound

is tight as long as channel reliability is high, and
the number of participating node in cooperative



transmissions is not excessively large. Many of
the analyses from this point on will use the lower
bound (3), including the definition of link reliabil-
ity, i.e., pli ≡ RJii , and composite network reliabil-
ity Rnet = pl1 × · · · × plK . Now, the participating
node allocation problem becomes amendable to
solutions using dynamic programming (Bellman,
1957).

4. OPTIMIZATION AND CONTROL
This section discusses two applications of the
derived link reliabilities.

4.1 Participating node allocation

Our task is to determine the values of J1, J2, · · · , JK
so that the network reliability is the largest at
TD without violating a bandwidth constraint. In
cluster i, Ji,min is imposed by the particular
transmission scheme, while Ji,max ≤ Ii is mainly
imposed by the available bandwidth. Bounding
model (3) converts the network level decision into
a series of coupled cluster level decisions. In this
case, channel failures introduce only local coupling
which can be resolved by an ordered selection
process starting from JK at the last cluster and
ending at J1. The solution {J∗1 , · · · , J∗K} can then
be inserted to the staged conditional probability
formulae (2) to calculate the true network relia-
bility.

To illustrate the basic idea, consider a 3-cluster
network with 10 nodes in each cluster. A tree
structure shown in Fig.4 can be created to rep-
resent all possible solutions at TD, where all
branches violating the constraints have been
trimmed. Constrains particular to the coopera-
tive transmission scheme (Li and Wu, 2003) areP3

i=1 Ji ≤ 12 and Ji,min = 2. Each joint of the
tree at a given cluster index represents a possible
cumulative number of nodes. Each branch lead-
ing to the joint carries a cost equal to RJii (TD)
for a particular Ji. The accumulated reliability
for each passage from the root to a leaf can be
computed using Bellman’s principle of optimality
(Bellman, 1957). The principle is applied at every
unit index i by comparing all the accumulated
reliabilities leading to the same joint. Only the
solution of the highest reliability is retained at
each joint, and the rest are removed. Once the
set {J∗1 , J∗2 , · · · , J∗K} is obtained, the link relia-
bilities are set to pli = R

J∗i
i , i = 1, 2, · · · ,K − 1.

Suppose unit reliabilities R2i (TD) through R
8
i (TD)

have been found to be 0.85, 0.90, 0.95, 0.99, 0.995,
0.999, and 0.9995, respectively, for the network in
Fig.4, the optimal node allocation derived using
dynamic programming is: Ji = 4 for i = 1, 2, 3.

Note that unit reliability is a complex function of
Ji, which is determined by the methods discussed
in Sections 3.1 and 3.2. The optimization in this
section is carried out under the assumption that

network is operating unsupervised. It is possible
to re-optimize the network reliability projected at
the network design life when supervisory exists
that can report the actual rather than the pre-
dicted status of the nodes. A commonly used idea
called a receding horizon optimal control in the
control literature (Mayne, 1990) can be applied
in this case. Though only limited data exchange
is required to carry out dynamic programing, the
main challenge with real time optimization in a
distributed environment is that data exchange is
not only expensive but unreliable. How frequently
such a partial reorganization should be performed
is currently under investigation.
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Fig.4 Trellis diagram for participating node allocation

4.2 Re-transmission control
In this section, the re-transmission chain of Sec-
tion 2 is revisited. It is now assumed that the net-
work is supervised to the extent that it can detect
a cluster transmission failure but not the state
of the nodes and channels, and the participat-
ing/nonparticipating protocol is effective to man-
age the large number of nodes available at each
cluster. The decision regarding re-transmission in
each of the clusters upon the detection of a cluster
transmission failure can be made based on the
solution of a Markov decision problem. The main
purpose is to be able to terminate the service of
the K-cluster route so that it does not turn into
a black hole in the network.

Let Xk ∈ {1, 2, · · · ,K} denote the random state
variable at t = k in the chain. Control action
u(xk) = 1 (or 0) indicates the network’s decision
to (or not to) re-transmit a packet. Let C(xk, uk)
be the cost incurred when control action uk is
taken based on xk. Our goal is to determine a
re-transmission policy π that minimizes the total
expected cost Vπ(xk = i) = Eπ

P∞
k=0 C(Xk, uk).

It has been shown that under the condition 0 ≤
C(j, u) < ∞ for all j and all u that belongs to
some finite admissible sets Uj , j = 1, 2, · · · ,K −
1, the minimal cost V ∗(i) satisfies the following
optimality equation (Cassandras and Lafortune,
1999)



V (i) =minu∈Ui{C(i, u) +
KX
j=1

pi,jV (j)}.

In addition, policy π∗ is optimal if and only if it
yields V ∗(i) for all i.

Referring to the Markov chain in Fig.1, the opti-
mality equation can be specialized to the following
form.

V (i) = minu∈Ui{u(i)Ti + [1− u(i)]Li| {z }
C(i,u(i))

+

+u [pi,i(u(i))V (i) + pi,i+1(u(i))V (i+ 1)]| {z }PK

j=1
pi,jV (j)

} (4)

where pi,i = 1− plici, pi,i+1 = plici, where network
age t is suppressed, Ti is the power and bandwidth
cost incurred when the network chooses to re-
transmit a packet, and Li is the packet loss cost
incurred when the network chooses not to re-
transmit. (4) can be expressed as

V (i) =min{Ti + pi,iV (i) + pi,i+1V (i+ 1), Li}

To gain some insight into the optimal policy,
assume Ti = T , Li = L, pi,i+1 = r, and pi,i = 1−r
for i = 1, · · · ,K − 1. Since

(1− r)V (j) + rV (j + 1) < (1− r)V (i) + rV (i+ 1)

as long as j > i, the optimal policy is of the
threshold type (Cassandras and Lafortune, 1999)
with some threshold i∗, i.e.,

V (i) =

½
T/r + V (i+ 1), i > i∗, (u(i) = 1)
L, i ≤ i∗, (u(i) = 0) .

Given that V (K) = 0, V (i) can be solved

V (i) =

½
(K − i)T/r, i > i∗, (u(i) = 1)
L, i ≤ i∗, (u(i) = 0) ,

from which the threshold is obtained

i∗ = dK − rL

T
e.

d.e denotes the smallest nonnegative integer greater
than K − rL/T . It can be seen that the optimal
policy favors a re-transmission when a packet is
near the end of the K-cluster route (large i), when
a cluster is young (large r), when the cost of
a packet loss is large (large L), when power &
bandwidth are cheap (small T ), when a route is
short. (small K). A study without the simplifying
assumptions along this direction is ongoing.
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