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Abstract— STBC-encoded cooperative transmissions can po-
tentially enhance the efficiency of distributed wireless networks.
In this paper, we study their performance when the cooperative
transmitters are not synchronized so that flat-fading channels be-
come dispersive. Two channel equalization methods are proposed:
the complex but optimal Viterbi equalizer and a more efficient
linear-prediction-based equalizer. The latter is a blind equalizer
with much improved robustness thanks to a special property of
the distributed channels. The performance of the two methods
are analyzed and simulated, which shows the usefulness of STBC-
encoded cooperative transmissions in asynchronous environment.

I. I NTRODUCTION

Space-time coding and processing are powerful techniques
for enhancing transmission efficiency of wireless networks.
Among various widely investigated space-time techniques,
space-time block codes (STBC) [1], [2] are especially promis-
ing because of their low computational complexity. Since
diversity enhances transmission energy efficiency in fading
environment, STBC would be desirable for mobile users in
wireless networks such as ad hoc and sensor networks.

In order to take the benefits of STBC for distributed mobile
networks, recently there have been great interests to investigate
cooperative communications encoded by STBC. By exploiting
the cooperation capability of multiple mobile users, STBC can
still be used based on virtual instead of physical antenna array
[3], [4].

So far, most existing researches on cooperative trans-
mission assume perfect synchronization among cooperative
users, which means that the users’ timing, carrier frequency
and propagation delay are identical [3]. Unfortunately, it is
difficult, and in most cases impossible, to achieve perfect
synchronization among distributed transmitters. This is even
more a reality when low-cost, small-sized transmitters are
used, such as tiny sensors [7].

Without perfect synchronization, channels become disper-
sive even in flat fading environment. Due to the trans-
mitting/receiving pulse shaping filters, if the sampling time
instants are not ideal, intersymbol interference (ISI) is in-
troduced. This certainly brings performance degradation or

performance loss in cooperative STBC. More important, asyn-
chronism among the transmitters may break the orthogonal
STBC signal structure, which makes most of the existing
STBC decoders fail. Therefore, for the cooperative STBC,
one of the major challenges is the synchronization among the
distributed nodes.

The synchronization requirement among the transmitters is
different from that between the transmitter and the receiver.
For the former, usually hand-shaking has to be conducted
among the transmitters. Therefore, the synchronization task
becomes a cross-layer design problem.

We have recently addressed partially the problem of im-
perfect synchronization in [6]. An alternative method is using
OFDM transmission [8]. One of the major problems for these
schemes is that the guard interval greatly reduced bandwidth
efficiency, especially when the channels are time-varying. As a
matter of fact, channel is very likely time-varying with asyn-
chronous transmitters due to the different carrier frequency
drifting and Doppler shifting among the transmitters.

In this paper, we consider the complete asynchronous trans-
mitters with STBC-encoded transmissions. However, we con-
sider only the asynchronism caused by different transmission
time instants and propagation delays among them. In this case,
equalization techniques can be developed to detect symbols
from the received asynchronous signals. The advantage is the
reduced synchronization and cooperation overhead.

This paper is organized as follows. In Section II, we give
the asynchronous transmission system model and discuss the
difficulty of synchronization. Then in Section III, we develop
the optimal Viterbi equalizer. A blind linear equalizer is
developed in Section IV. Then simulations are given in Section
V. Finally, conclusions are presented in Section VI.

II. SYSTEM MODEL AND THE SYNCHRONIZATION

PROBLEM

Consider an ad hoc wireless network where a source node
needs to transmit a data packet to a destination node through
multi-hop relaying as shown in Fig. 1.
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Fig. 1. Multi-hop ad hoc network model with cooperative transmissions.

A. Synchronization of transmitters is difficult

We consider the cooperative transmission among nodes
1 to J in hop 1. Consider first the passband signal. The
passband signal to be transmitted by each transmitter has
a general formRe[

∑∞
n=−∞ si(n)pb(t − nT )ej2πfct], where

si(n) is the complex signal transmitted within symbol interval
[nT, (n + 1)T ), pb(t) is the baseband pulse shaping filter,
and fc is the carrier frequency. After delaying withδ i, the
passband signal transmitted from the transmitteri, 1 ≤ i ≤ J ,
is Re[

∑∞
n=−∞ si(n)pb(t − nT − δi)ej2πfc(t−δi)].

We assume flat-fading propagation in this paper. The re-
ceived passband signal at a receiver is

rp(t) = Re[
J∑

i=1

αi

∞∑
n=−∞

si(n)

pb(t − nT − δi − τi)ej2πfc(t−δi−τi) + vp(t)], (1)

where αi and τi are (complex) gains and delays of the
propagation. We can adjustδi to compensateτi for carrier
phase synchronization. But in general, such synchronization
is impossible.

All transmitters should have identical clock, carrier fre-
quency and symbol timing in order to directly use existing
STBC-encoded transmission and decoding techniques. The
challenge comes from the fact that the propagation delays,
i.e., time required for the signal from the transmitter to
reach the receiver, may be different among the transmitters.
So do the carrier frequencies due to Doppler shifting when
the transmitters and receivers are moving independently. As
a result, synchronizing all transmitters to one receiver may
increase asynchronism toward another receiver [6].

For example, one may synchronize cooperating nodes with
an identical reference signal such as their common received
signal from the previous transmitters. However, such syn-
chronization can hardly be accurate due propagation delays,
Doppler shifting as well as noise. In addition, different cir-
cuitry designs introduce different frequency/clock drifting and
processing delay. As another example, one may use GPS for
timing synchronization. However, there are still problems such
as shadowed environment where GPS signals are not available.

One of the fundamental difficulties, however, comes from
the traditional separate-layer network design methodology.
The MAC-layer clock is usually limited to micro-second
accuracy, not accurate enough for symbol-level transmission
synchronization. More severely, it is not tightly coupled with
the physical-layer transmission clock. MAC-layer can not

obtain physical-layer timing, nor does physical-layer have
MAC-layer timing, because their clocks are generated by
different oscillators.

Perfect synchronization, even if available, is usually
achieved at a fixed time instant only. Cooperating nodes
still increase mismatch in frequency/timing on the long run
because of the drifting of electronic parameters. Therefore,
perfect synchronization requires at least tight coordination for
frequent re-synchronization. Tight coordination requires fre-
quent handshaking, which surely increases overhead. The in-
creased overhead may overweigh cooperation benefits, which
is especially critical for energy-limited sensor networks or
bandwidth-limited networks.

If considering the multi-hop networks, then such a point-
wise perfect synchronization bring a new issue. Even some
cooperating nodes are synchronized at one time, if due to
contention they can not be scheduled to transmit immedi-
ately, or due to packet collision they have to be scheduled
for retransmission at some later time, the cooperating nodes
may become asynchronous due to parameter drifting. Then
some ways have to be found to re-synchronize them. This
certainly causes more overhead, and may even causes scala-
bility problem if not carefully designed. Therefore, instead of
considering the more complex and resource consuming cross-
layer scheduling, it may be more advantageous to consider
directly the asynchronous transmissions in the physical-layer
instead.

B. Signal models with asynchronous transmitters

To simplify the problem, we consider only the asynchronism
in transmission time and propagation delays, which means that
δi andτi are different for different transmitters.

Without loss of generality, we can demodulate (1) by
e−j2πfct to obtain the continuous-time complex baseband
signal

rb(t) =
J∑

i=1

αie
−jθi

∞∑
n=−∞

si(n)pb(t − nT − δi − τi) + vb(t),

(2)
wherevb(t) is the equivalent baseband noise, and the phase
θi = 2πfc(δi + τi).

If δi and τi are different among the transmitters, it is
impossible to achieve timing synchronization. Then without
loss of generality, we perform baseband sampling at time

instantnT , which givesx(n)
�
= rb(nT ). The samplesx(n)

can be written as

x(n) =
J∑

i=1

[ h∗
i (0) · · · h∗

i (L) ]




si(n − di)
...

si(n − di − L)


+v(n),

(3)
wherev(n) is the noise sample, and the channel coefficients
are

h∗
i (m) = αie

−jθipb(mT+diT−δi−τi), di ≥ 0, 0 ≤ m ≤ L.
(4)



The baseband channel lengthL and coefficientsh∗
i (m) are

determined by both fading and asynchronism.
On the other hand, the dispersive channel model in this case

is different from that due to multipath propagations. One of
the major differences is that we can make the channel of one
of the transmitters to be single tap by adjusting the sampling
timing of the receiver.

III. V ITERBI EQUALIZER FOR ASYNCHRONOUSSTBC

For simplicity, we consider the Alamouti’s STBC with 2
transmitters and one receiver. Extension to more general STBC
can be conducted similarly.

A. STBC with asynchronous transmitters

An illustration of the transmitted/received symbol sequences
is shown in Fig. 2, depending on the delay difference between
the signals from the two transmitters.
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(b) Odd delayd1 − d2.

Fig. 2. Illustration of Alamouti STBC encoded transmission with asyn-
chronous delays among two transmitters.

Without loss of generality, assume that the first transmitter
(Tx 1) advances the second one byd during transmission.
The receiver can perform sampling with timing synchronized
to that of Tx 2. Therefore, the signal model (3) becomes

x(m) = hT
1




s1(m)
...

s1(m − L)


 + h2(0)s2(m − d) + v(m). (5)

whereh1 = [h1(0), · · · , h1(L)]T .
Consider the case with even delay differenced = d1 − d2

(odd delay difference can be similarly dealt with). We letd1 =
d andd2 = 0. The received even numbered samples are

x(2n) = hT
1 [s1(2n), · · · , s1(2n − L)]T

+h2(0)s(2n − d + 1) + v(2n). (6)

In general, we have the following rule to changes 1(·) into
s(·) according to the STBC structure

s1(m) =
{

s(m), for even m
−s∗(m), for odd m

(7)

On the other hand, the received odd numbered samples are

x(2n + 1) = hT
1 [s1(2n + 1), · · · , s1(2n + 1 − L)]T

+h2(0)s∗(2n − d) + v(2n + 1). (8)

B. Viterbi equalizer

It is well known that one of the major advantages of
STBC is that computationally efficient maximum likelihood
detection is available with flat fading propagation. However,
in case of asynchronous transmissions, since the channels
become dispersive, we have to use the Viterbi equalizer for
the maximum likelihood performance.

Consider the cases listed in the above section, we find that
the maximum number of symbols contained in a sample can
beLs = max{L+1, d+2}. Therefore, with signaling alphabet
sizeK, we need a trellis withKLs−1 states. If each transmitter
transmitsN symbols, then we can performN + d rounds
of trellis updating. The complexity of the Viterbi equalizer
depends on the maximum value between the channel length
and the delay (d + 2). Because the channels are determined
completely by the pulse-shaping in flat fading environment, the
channel length can be as small asL = 1. So the complexity
usually depends on the delay differenced.

C. Viterbi equalizer with decision feedback

When d is very large, we may use decision feedback to
remove the only one symbol that depends ond, i.e., s(2n −
d − 1), s(2n − d), s(2n − d + 1), or s(2n − d + 2). Note
that although there are four possible symbols depending ond,
each time there is only one of them involved in trellis updating.
This decision feedback is especially reliable in cased is very
large. With decision feedback, the complexity of the Viterbi
equalizer is then effectively reduced toK L, whereL can be
as low as1. Therefore, the Viterbi equalizer is still very useful
for the optimal symbol detection with either very smalld or
very larged, i.e., either closed synchronized transmissions, or
completely asynchronous transmissions.

IV. L INEAR PREDICTION-BASED BLIND EQUALIZATION

A. Vector system model and MMSE equalizer

Consider the signal model (3) withJ = 2. We can rewrite
(3) as

x(m) = h1(0)s1(m) +
L∑

�=0

h2(�)s2(m− d − �) + v(m). (9)

For the Alamouti STBC mapping scheme, we have (7) for the
symbols transmitted from the first transmitter and

s1(m) =
{

s(m + 1), for even m
s∗(m − 1), for odd m

(10)

for the symbol sequence transmitted from the second trans-
mitter.

Under the evend assumption, the even-numbered samples
x(m) (i.e., m is even) equals

x(m) = h1(0)s(m) +
L∑

�=0

h2(�)s̃e(m, d, �) + v(m), (11)



where

s̃e(m, d, �) =
{

s(m − d + 1 − 2�), for � = 0, 2, · · ·
s∗(m − d − 2�), for � = 1, 3, · · ·

(12)
Similarly, the odd-numbered samplesx(m) equals

x(m) = −h1(0)s∗(m) +
L∑

�=0

h2(�)s̃o(m, d, �) + v(m), (13)

where

s̃o(m, d, �) =
{

s∗(m − d − 1 − 2�), for � = 0, 2, · · ·
s(m − d + 2 − 2�), for � = 1, 3, · · · .

(14)
When we stack the received samplesx(m) into vectors,

the corresponding channel usually becomes a sparse matrix.
In the following, we give a way to construct such a signal
model with a more regular channel matrix. Let us begin with
x(2n). There are at mostL + 2 symbols contained inx(2n),
i.e., s(2n), s(2n − d + 1 − 2�), s∗(2n − d − 2�), for all � =
0, · · · , L. The symbols(2n) is corresponding to the channel
coefficienth1(0). Next, we find the sample that has the symbol
s(2n − d + 1) corresponding toh1(0). According to the rule
(11)-(14), this sample can be found asx(2n − d + 1), which
contains symbols−s∗(2n − d + 1), s∗(2n − 2d − 2�) and
s(2n − 2d + 3 − 2�) for � = 0, · · · , L. In this case, we can
usex∗(2n − d + 1) so that bothx(2n) andx∗(2n − d + 1)
contains the same symbols(2n − d + 1).

The result is that we construct a vector signal model

x(m) = Hs(m) + v(m), (15)

wherex(m) is a vector withN samples, whose first sample is
determined asx(2n) or x(2n+1). All other samples depends
on the delay and the channel length. The noise vectorv(m)
has similar structure. The symbol vectors(m) contains all the
corresponding symbols, whose dimension various with respect
to N , d andL. But the first symbol is always eithers(2n) or
s(2n + 1).

Although having a complex structure, the channel matrix
has some useful property. The major one is that it is diagonal
(but it is a wide matrix). The elements of the main diagonal
are eitherh1(0) or −h∗

1(0).
A popularly used equalizer might be the MMSE equalizer

in this case. Let the(K + 1)th the column of the channel
matrix be hK , then the MMSE equalizerfMMSE is an N
dimensional vector equals

fMMSE = (σ2
sHHH + σ2

vIN )−1hK , (16)

whereIN is anN × N identity matrix.
One of the major difference for this case from traditional

MMSE equalization case is that the channel matrixH now
is sparse. For such a sparse channel matrix, the MMSE
equalizer usually does not have satisfactory performance, as
demonstrated by the simulations.

B. Linear prediction-based blind equalization

In order to obtain linear equalizers with better performance,
it would desirable to exploit the special property of the sparse
channel matrixH. Such special properties include thatH is
upper triangular and the diagonal elements are eitherh 1(0)
and−h∗

1(0). In addition, above this main diagonal there are
only a few non-zero elements.

Furthermore, we can assume that|h1(0)| ≥ |h2(�)| for all
� = 0, · · · , L. This is because of the special property that
the receiver can perform sampling with respect to the optimal
timing of each individual transmitter, although there are no
optimal timing for both of them simultaneously. As a result,
the sampling can always be performed with the optimal timing
of the stronger component of the received signal.

From the signal model (15), we define the linear prediction
problem

y(m) =
[

1 −pH
]
x(m). (17)

Then we optimizep to obtain

p = arg min
p

E[|y(m)|2]. (18)

Note that such a linear prediction are performed with either all
even-numbered samplesy(2n) or all odd-numbered samples
y(2n + 1). The even or odd numbered samples are not used
together.

Consider the even casem = 2n for example. The optimiza-
tion (18) gives

J =
[

1 −pH
]
E[x(2n)xH(2n)]

[
1
p

]
. (19)

Define theN × N correlation matrix

Re = E[x(2n)xH(2n)] =
[

r0 rH

r R1

]
, (20)

wherer0 = E[x(2n)x∗(2n)] is a scalar,r is an (N − 1) × 1
vector, whereasR1 is an(N −1)× (N−1) square submatrix.
Then the optimal solution can be obtained by letting

∂J

∂p
= 0, (21)

which gives solution

p = R−1
1 r. (22)

In practice, the linear predictions can be implemented by the
efficient LMS adaptive algorithm. Therefore, the complexity of
this blind equalizer isO(N), whereN is the equalizer length.

V. SIMULATIONS

We compare the Viterbi equalizer with the classical STBC
decoder when the latter works with perfect synchronization.
In addition, we compare this algorithm when working with
asynchronous transmissions. All these algorithms are com-
pared with the case without diversity. They are labelled as,
respectively, “Asyn”, “SynSTBC”, “w/o Equ” and “noDvst”.

We compare the LP-base linear equalizer (“LP”) with the
asynchronous transmission scheme in [6] (“SynSTBC”). The
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Fig. 3. Symbol-error-rate (SER) as function of SNR.∇(w/o Equ): using stan-
dard STBC receiver in asynchronous transmission.×(noDvst): no diversity
case with flat-fading single-tap channels.©(Asyn): Viterbi equalizer proposed
for STBC with asynchronous transmissions.�(SynSTBC): standard STBC for
synchronous STBC transmissions.
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classical STBC decoder (“w/o equ”) is again compared, same
as the case without diversity (“noDvst”). In addition, the
MMSE equalizer is also compared (“MMSE”).

For the Viterbi equalizer experiments, the delayd = 1, and
a trellis with128 states is used.1000 randomly generated sym-
bols are transmitted and detected during each run. Simulation
results are shown in Fig. 3. The proposed Viterbi equalizer can
achieve almost the optimal performance of the synchronous
STBC. Both the two cases provide diversity advantage beyond
the case transmissions without diversity.

Then we compare the performance of the Viterbi-equalizer
with decision feedback. We use only a4-state trellis in Viterbi
equalizer. The simulation results are shown in Fig. 4. Decision
feedback can greatly reduce the complexity of the Viterbi
equalizer while keeping most of the diversity benefits. Viterbi
equalizer with decision feedback is thus a potential candidate
for asynchronous STBC.

For the proposed LP-based linear receiver, an equalizer
with length N = 20 is used. The delay isd = 10. The
simulation results are shown in Fig. 5. The proposed LP-blind
equalizer has about3dB gap from the linear equalizer with
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Fig. 5. Symbol-error-rate (SER) as function of SNR for linear equalizers.
∇(w/o equ):standard STBC receiver is used in asynchronous transmissions.
×(noDvst):the transmission without diversity but with dispersive channels.
�(MMSE): the MMSE equalizer for asynchronous transmissions.©(LP):
the proposed LP-based blind equalizer for asynchronous transmissions.
�(SyncSTBC): STBC with quasi-synchronous transmissions [5].

quasi-synchronous transmissions. We see that the proposed LP
method can successfully equalize the channel even blindly,
and has better performance than the transmission without
diversity. In contrast, the MMSE equalizer can not outperform
and transmissions without diversity, whereas if no equalizer is
used, the receiver completely fails.

VI. CONCLUSIONS

In this paper, the STBC-encoded transmissions when the
transmitters are asynchronous in time are considered. We show
that the classical STBC receivers fail in this case. We proposed
two equalization techniques to recover the diversity benefits:
the optimal Viterbi equalizer and the linear-prediction-based
blind linear equalizer. The former has performance near opti-
mal, the latter has lower complexity but has some performance
(diversity) loss.
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