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ABSTRACT

In this paper we propose an efficient approach to deter-
mine the optimal hops for multi-hop ad hoc wireless net-
works. Based on the assumption that nodes use successive
interference cancellation (SIC) and maximal ratio combin-
ing (MRC) to deal with mutual interference and to utilize
all the received signal energy, we show that the signal-to-
interference-plus-noise ratio (SINR) of a node is determined
only by the nodes before it, not the nodes after it, along a
packet forwarding path. Based on this observation, we pro-
pose an iterative procedure to select the relay nodes and
to calculate the path SINR as well as capacity of an arbi-
trary multi-hop packet forwarding path. The complexity of
the algorithm is extremely low, and scaling well with net-
work size. The algorithm is applicable in arbitrarily large
networks. Its performance is demonstrated as desirable by
simulations. The algorithm can be helpful in analyzing the
performance of multi-hop wireless networks.

1. INTRODUCTION

Wireless grid has been a potential component of our in-
formation grid considering that many different wireless de-
vices have entered into people’s daily life. While these wire-
less devices can be integrated directly with the conventional
wireline networks, they can also form ad hoc wireless net-
works for multi-hop data packet exchange. There have been
extensive investigations in multi-hop ad hoc wireless net-
works, and some applications are also emerging.

Multi-hop ad hoc wireless networks consist of a large
number of distributed nodes. Typical examples include wire-
less sensor networks [1], networked robotic systems and
wireless ad-hoc networks. They have potentially wide ap-
plications in military, industry, and even future homes. What
make them unique are their common characteristics, such as
massively distributed yet redundant structure, coordinated
information processing among nodes with limited individ-
ual bandwidth, energy and reliability, and large network

size.
For such networks, network capacity is a critical con-

cern not only because large networks generate massive in-
formation for communications, but also because the com-
munications capacity per node reduces with the increase
of number of nodes [2]. Differently from wired networks,
nodes competition and cooperation in wireless networks make
the hop selection and capacity optimization extremely dif-
ficult. Wireless nodes can interfere each other when trans-
mitting, but can also help each other via relaying and coop-
eration. On the other hand, though interference in general
degrades signal-to-interference-plus-noise ratio (SINR), re-
ceiving nodes may exploit some interference.

Capacity of wireless networks is still an open problem,
with only some limited research results in the literature.
Among them there are results about the scaling properties of
large wireless networks with infinite size [2],[3],[4]. More
detailed capacity region results are available for small net-
works with one or two hops and a few nodes only [5]. As a
different approach, the method in [6] can calculate capacity
regions for multi-hop wireless networks. However, because
the complexity increases rapidly, its application is limited
to small networks with less than15 nodes. In fact, brute-
forth exhaustive methods rapidly become prohibitive even
for small networks.

Most wireless network routing protocols tend to avoid
such special competition and cooperation issues [7], and
thus can not provide optimal capacity and performance. In
contrast, their major purpose is to find a multi-hop data
packet forwarding path from the source to the destination
in face of node movement and link unreliability. The opti-
mization of path capacity or the entire network capacity is
only secondary or given up due to complexity. There is an-
other class of methods that depend on sophisticated simula-
tion techniques for network optimization. In this direction,
some of the new evolutionary computing techniques have
been adopted for the optimization of wireless sensor net-
works [8], the throughput optimization of multi-hop wire-
less networks [9], optimal resource allocation for wireless
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ATM networks [10], and optimizing wireless network lay-
outs [11].

The problem of hop selection and capacity optimization
is still open but is critical for multi-hop wireless network
development and performance analysis. In [14], we have
analyzed the SINR of the nodes in a multi-hop data for-
warding path by considering the mutual interference among
the transmission nodes (i.e., competition among nodes) and
the exploitation all the transmission energies (i.e., coopera-
tion among nodes). Our model leads to an important feature
which is that the SINR of a receiving node is determined by
all the nodes before it, not the nodes after it, in this trans-
mission path. The hop section was then formulated as a
max-min optimization problem integrated with a dynamic
programming problem. While it provides us an affordable
way for hop optimization in relatively large networks, the
complex is still too high for large networks with large num-
ber of hops.

In this paper we develop a more efficient method that
can efficiently optimize hop selection for enhancing the ca-
pacity of a multi-hop transmission path. The complexity
of the new algorithm becomes extremely low, and is scal-
ing well with network size and hop count. It permits path
capacity calculation in even large wireless networks.

The organization of this paper is as follows. In Section
2, we give the multi-hop wireless network model. Then in
Section 3, we review the SINR analysis framework. The
new method is developed in Section 4. Extensive simula-
tions are conducted in Section 5. Conclusions are then given
in Section 6.

2. MULTI-HOP WIRELESS NETWORK MODEL

We consider a wireless network withJ + 1 nodes. With-
out loss of generality, we let the nodes distribute uniformly
within a square ofL × L meters, as shown in Fig. 1. For
simplicity, we consider only one transmission path from a
source node, which we denote as node0 with a position
(0, 0), to a destination node, which we denote as nodeJ
with a position(L, L). Any of the otherJ − 1 nodes, which
we denote as node1 to nodeJ − 1, may participate in the
relaying. In Fig. 1, a 3-hop transmission path is illustrated.

Let the distance between nodei and nodej bed ij , and
let each node have a transmission powerp if participating
in transmission. If nodei transmits with a powerp, then the
received signal power at nodej is pgij , wheregij = d−α

ij

with the path loss exponentα. We do not consider other
small scale fading in this paper for simplicity. Obviously,
we need to limit the minimum distance among the nodes to
be no less than1 to avoid the impractical problem of receiv-
ing power higher than transmission power.

The problem considered in this paper is the optimization
of hop selection in caseH-hop relaying is required. The ob-
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Fig. 1. A wireless network with a source node transmitting
packets to destination node via a 3-hop relaying path.
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Fig. 2. Transmission and receiving slots for the nodes in the
relaying path.

jective of such optimization is to maximize the transmission
capacity ofH-hop path. In anH-hop transmission path, the
participation nodes are denoted as node0, 1, · · · , H , where
H = J , and each nodei, for 1 ≤ i ≤ H −1, is chosen from
the restJ − 1 nodes without repetition inside the network.

The transmission of packets follows a slotted structure,
as shown in Fig. 2. Specifically, in slot 1, node0 transmits
a packet to node1. Note that all the nodes (1 to H) can hear
the transmission, but just having different received signal
power because of the different distances to node0. In gen-
eral, the received signal power of nodei from this transmis-
sion can be described aspg0,i = pd−α

0,i , where1 ≤ i ≤ H .
Without loss of generality, we assume that node1 have the
strongest received signal power. If the SINR of node1
is large enough, then node1 can successfully decode the
packet and retransmit it in slot 2. Meanwhile, simultane-
ously the node 0 transmits a new packet in slot 2. This
means that node1 (and any other node) needs to receive and
decode a new packet while transmitting the current packet.
This simultaneous transmission and receiving assumption
can greatly simplify our SINR and capacity analysis, be-
cause otherwise we have to consider endlessly many differ-
ent slot transmission schemes. Later we will see that the
simultaneous transmission does not cause theoretical prob-
lems for the node to receive a new packet.
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Therefore, node0 begins transmitting packet0 in slot 0,
and transmits one new packet in each subsequent slot. Node
1 begins transmission of packet0 in slot 1 while detecting
the packet1. It detects one new packet and transmits one
old packet simultaneously in each subsequent slot. So do
all the other nodes2 to H − 1, except that the nodei begins
transmission of packet0 in sloti. The destination nodeH =
J conducts receiving and decoding in all slots.

Although we assume that a node can conduct transmis-
sion and receiving at the same slot, it can not transmit and
receive/decode thesame packet simultaneously. Instead, a
packet can be transmitted only after it was decoded during
the previous slots. This guarantees proper multi-hop relay-
ing delays, i.e., the larger the hop countH , the larger the
delay, which is another important feature of wireless multi-
hop networks besides path capacity.

Referring to Fig. 2, the received signal of nodej in slot
k can be described as

xj(k) =
H−1∑
i=0

√
pgi,je

jθi,j u(k − i) +
√

Nvj(k), (1)

whereu(k) denotes the signal of packetk, θi,j denotes the
channel phase of the propagation path from nodei to node
j, andvj(k) denotes the noise received by nodej in slot k.
We assume that all the nodes have the same receiving noise
powerN for simplicity, which meansE[|vj(k)|2] = 1. In
(1), u(k − i) means that the nodei transmits packetk − i
in slotk. We have assumed that each node applies the same
encoding and modulation schemes for the same packet, and
the packet signalu(k) have unit normE[|u(k)|2] = 1.

From (1) we see that while nodej is receiving signal
xj(k) in slot k, it also transmits a packetu(k − j). Ob-
viously, in order to support continuous operation, i.e., the
nodej transmits the packetu(k − j + 1) during slotk + 1,
we need to guarantee that the nodej can detect the packet
u(k− j + 1) in slotk using the received signalxj(�) for all
� = 0, · · · , k. Note that the signalxj(k) is a composition
of H packets transmitted by theH nodes (H − 1 relaying
nodes and the source node), which means that the packet
u(k − j + 1) is also contained in previously received sig-
nals. Specifically, the packetu(k − j + 1) is transmitted by
nodes0 to j−1 during slotsk− j +1 to k, respectively. As
a result, a better strategy for the nodej is to utilize received
signalsxj(�) for k − j + 1 ≤ � ≤ k in order to detect the
packetu(k − j + 1).

From the description of the signal model (1), we see that
we have considered the two special properties of wireless
networks: mutual interference among nodes and coopera-
tion among nodes. However, a packet is transmitted by only
one node in each slot, which means that we do not con-
sider some more sophisticated cooperation strategies, such
as the simultaneous transmission of a packet by multiple
nodes [12], [13]. In addition, we consider only decode-and-

forward relaying, not amplify-and-forward or others. Each
node in theH-hop path needs to be able to decode each
packet successfully. Based on this fact, we will derive the
SINR of each node, from which the capacity of this node
is available, and the capacity of thisH-hop path can be
derived as the minimum capacity among theH receiving
nodes. The problem of hop selection and capacity optimiza-
tion thus becomes a max-min optimization.

3. SINR ANALYSIS AND OPTIMIZATION

In this section, we first derive the SINR expression for each
node, then propose a method to find the optimal hop nodes
for anH-hop relaying path.

3.1. SINR analysis for each node

Recall that the nodej needs to be able to decode the packet
u(k − j + 1) in slot k using the received signalsxj(�) for
k − j + 1 ≤ � ≤ k. Nevertheless, the signalsxj(�) can be
further simplified.

From (1), we see that in slotk, the nodej − 1 transmits
the packetu(k− j +1) to the nodej, while all other nodes’
signals are looked as interference by the nodej. Among
theH packets that contained inxj(k) in (1), the nodej has
already decoded and thus knowsH − j of them. In fact,
the nodej has already transmitted or is transmitting these
H − j packets. Specifically, the packets transmitted by any
nodei >= j, including the nodej itself, are known to the
nodej. Only the packages transmitted by nodesi < j are
new to the nodej. Therefore, using successive interference
cancellation (SIC) and knowledge of all channels, the node
j can remove the known packets from (1) and reducex j(k)
to

x̂j(k) =
j−1∑
i=0

√
pgi,je

jθi,j u(k − i) +
√

Nvj(k). (2)

For this signal, the signal-to-interference plus noise ratio
(SINR) is

sj(k) =
pgj−1,j∑j−2

i=0 pgi,j + N
. (3)

However, this is not the only signal that the nodej has
for the detection of packetu(k− j + 1), and thus this SINR
can be improve by other signals. In the slotk − 1, the node
j has obtained a signal similar to (2), which is

xj(k− 1) =
j−1∑
i=0

√
pgi,je

jθi,j u(k− 1− i)+
√

Nvj(k− 1).

(4)
In the slotk−1, it should have decoded and thus known the
packetu(k − j). Then it can now remove this packet and
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reduce (4) to

x̂j(k − 1) =
j−2∑
i=0

√
pgi,je

jθi,j u(k− 1− i)+
√

Nvj(k− 1),

(5)
which contains information about the packageu(k− j + 1)
as well. The SINR for the signal (5) is

sj(k − 1) =
pgj−2,j∑j−3

i=0 pgi,j + N
. (6)

The above procedure can be easily extended to reducing
all signals that contains the packetu(k−j+1). Specifically,
the nodej can exploit its received and processed signals in
slotsk − j + 1, · · · , k − 1, k, which have the general form
as

x̂j(k−�) =
j−�−1∑

i=0

√
pgi,je

jθi,j u(k−�− i)+
√

Nvj(k−�),

(7)
where� = j − 1, · · · , 0, to detect the packetu(k − j + 1).
The SINR forx̂j(k − �) is

sj(k − �) =
pgj−�−1,j∑j−�−2

i=0 pgi,j + N
. (8)

Now the nodej hasj received signals to detect a packet
u(k−j+1), which needs to be optimally combined to max-
imize the SINR. One of the ways for optimal combining is
maximal ratio combining (MRC). In order to derive MRC,
we first need to normalize the signalsx̂j(k−�) by their cor-
responding interference plus noise power. Specifically, the
interference plus noise power of the signalx̂j(k − �) is

Ij(k − �) =
j−�−2∑

i=0

pgi,j + N, (9)

which is exactly the denominator of (8). Then the signals
can be normalized as

x̃j(k − �) =
1√

Ij(k − �)
x̂j(k − �). (10)

Note that after normalization, the SINR forx̃j(k− �) is still
(8).

Then the MRC is conducted as

yj(k) =
j−1∑
�=0

a�x̃j(k − �), (11)

with combining weightsa�. The optimization objective is
to maximize the SINR ofyj(k), which we denote assj .

Proposition 1. With the optimal MRC coefficients

a� =
√

sj(k − �)e−jθj−�−1,j , (12)

the SINR ofyj(k) in (11) is maximized and equals to the
summation of individual SINR in (8), i.e.,

sj =
j−1∑
�=0

sj(k − �). (13)

Proof. See [14]. �

Based on Proposition 1 and (13), we can calculate the
SINR for a nodej in anH-hop relaying path when detecting
packets as

sj =
j−1∑
�=0

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

, (14)

for any nodej = 1, · · · , H .
A interesting property is that the nodesi > j (after the

nodej) in the hop-chain do not play a role in the SINR of
the nodej. In contrast, the nodesi < j (before the nodej)
in the hop-chain both contribute interference to reduce the
SINR and contribute useful signal to increase the SINR of
the nodej.

For theH-hop relaying path with node SINRsj , where
j = 1, · · · , H , the transmission capacity is

C1,··· ,H(H) = min
1≤j≤H

log2(1 + sj). (15)

Furthermore, in a network withJ + 1 nodes, in order to
find the highestH-hop transmission capacity from node0
to nodeJ , we need to select the bestH−1 nodes to form an
H-hop transmission path that has the highest capacity. This
can be configured as a max-min optimization problem

C(H) = max
nodes {1,··· ,H−1}⊂{1,J−1}

C1,··· ,H(H). (16)

Unfortunately, exhaustive search of all possible node
combinations becomes prohibitive even for smallJ . There-
fore we need to look for new methods with reduced com-
plexity.

3.2. Hop optimization in source-destination line and node
selection

From the SINR expression (14), we have seen the complex
relationship among the nodes. For simplification, we con-
sider the case that the first term insj (with � = 0) is the
dominating one, i.e.,

pgj−1,j∑j−2
i=0 pgi,j + N

�
j−1∑
�=1

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

. (17)

Intuitively, this means that the transmission of the nodej −
1 has a dominating contribution to the received signal of
the nodej. Obviously, this is a reasonable assumption for
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a fixed H hop count. Otherwise, if the first term is in-
significant, then the transmission of nodes0 to j − 2 is even
stronger than nodej − 1 to the nodej. This means that the
nodej − 1 in fact wastes its transmission power, and this
path can not have the highest capacity among theH-hop
paths. Therefore, there is no loss to avoid considering such
cases.

Under the assumption (17), we can derive a simple way
for selecting the hop nodes to enhance the transmission ca-
pacity.

Proposition 2. For anyH-hop relaying path, there ex-
ists a correspondingH-hop relaying path along the line con-
necting the source and the destination that has larger trans-
mission capacity, if the nodes can be put in corresponding
places on this line.

Proof. See [14]. �

The significance of Proposition 2 is that the upper bound
of H-hop path capacity can be found by a max-min opti-
mization along the source-destination line. This max-min
optimization can be conducted relatively more efficiently.
Specifically, in order to find the highest capacity ofH-hop
relaying, we just need to findH−1 positions in the line that
gives the highest SINR.

Let the parameterdk, k = 0, · · · , H − 1, denote the
distance between the nodek and the nodek + 1, respec-
tively. Then the max-min optimization is formulated as a
constrained optimization

max
{dk}

min
1≤j≤H

j−1∑
�=0

p
(∑j−1

m=j−�−1 dm

)−α

∑j−�−2
i=0 p

(∑j−1
m=i dm

)−α

+ N
, (18)

under the constraint
∑H−1

k=0 dk = d0,J . We may also need
the constraintsdk ≥ 1 for k = 0, · · · , H − 1 to avoid the
impractical case that smalldk makes received power larger
than transmission power.

Unfortunately, the evaluation of the max-min optimiza-
tion (18) is nontrivial, and may only be conducted by nu-
merical algorithms. Even with numerical evaluation, the re-
sults still rely on good initial conditions. Some simulation
results based on numerical optimization was given in [14].

4. AN APPROXIMATION METHOD TO OPTIMIZE
HOP SELECTION FOR ARBITRARY NETWORKS

In this section, we develop a new method to solve the hop
optimization problem. We will first reduce the max-min op-
timization problem into a simple high-order equation solv-
ing (or root finding) problem by taking some approxima-
tions. Then, based on the roots, we propose an iterative
algorithm to select hop nodes for arbitraryH-hop wireless
networks.

Let us begin from the node SINR expression (14). We
can rewrite it as

sj =
pgj−1,j∑j−2

i=0 pgi,j + N
+

∑j−2
�=1

(Pj−�−1
i=0 pgi,j+N

Pj−�−2
i=0 pgi,j+N

− 1
)

+ pg0,j

N . (19)

Using the Schwartz inequality, we have

sj ≥ j j

√
pgj−1,j

N
− j + 1. (20)

Obviously, if we just use the right hand-side of equation
(20) as a lower bound of the SINR to conduct optimization,
we can greatly simplify the problem.

Considering thatgj−1,j = d−α
j−1, we can change (20) to

sj ≥ j

(
P

Ndα
j−1

) 1
j

− j + 1, j = 1, · · · , H. (21)

Note that our objective is to find the distancedj−1, for j =
1, · · · , H . Because of the simplicity of (21), we can first try
to describe the distancesdj−1, j = 2, · · · , H , as function
of d0. For this purpose, let us comparesj ands1.

For an optimally designed multi-hop path, we would
like to let each of the node have the highest available SINR,
which can then enhance the SINR or the capacity of the
transmission path. Obviously, if node position is not a con-
straint, then the optimal solution would havesj = s1 for
anyj = 2, · · · , H . This phenomenon was in fact observed
when we conducted simulations in [14].

Therefore, if we letsj = s1, then we have

j

(
P

N

) 1
j

d
−α

j

j−1 − j + 1 =
P

N
d−α
0 . (22)

We need to describedj−1 as a function ofd0. However, (22)
is still to complex for this purpose. Fortunately, we can see
that the residue factor(j − 1) in sj is usually much smaller
than the other parts. Remember thatsj is SINR, which is
usually very large in value. Therefore, we can further ap-
proximate (22) by skipping the factor(j − 1), which gives
us

j

(
P

N

) 1
j

d
−α

j

j−1 =
P

N
d−α
0 . (23)

From (23), we can derive

dj−1 = j
j
α

(
P

N

)− j−1
α

dj
0. (24)

Considering the optimization problem (18) in the straight
line, i.e., with the constraint

H∑
j=1

dj−1 = d0,J . (25)
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Note that in [14], we conducted the numerical optimization
(18) on a line (similarly under constraint (25)), and then us-
ing the optimal hop points on this line to select the relaying
nodes. In this paper, we conduct the similar procedure, with
the much more simplified equation (24). One of the ma-
jor differences is that the max-min optimization (18) now is
avoided.

Specifically, considering (24) and (25), we can findd 0

by solving the following equation

H∑
j=1

j
j
α

(
P

N

)− j−1
α

dj
0 = d0,J . (26)

Note that (26) is anH-order equation. From simulations,
we find that it will have only one real solution.

After finding the distance of the first hopd0, we can
determine the distances of all the other hopsdj−1 by (24).
However, because of the approximation nature of (26), usu-
ally the accuracy ofdj−1 for largerj is not high enough. To
avoid potential problems, we may just used0 to determine
the first hop node. Based on this idea, we can use a itera-
tive method to determine all theH hops. The procedure is
described as follows.

First, along the line from the source node to the destina-
tion node, we can find the position of the first hop by solving
(26) to findd0. Then we select a node that is nearest to this
point. Then, during the next iteration, we do the same pro-
cedure along the line from this relay node to the destination
node, i.e., we solve (26) again (with differentd0,J and total
hopsH − 1 though) to determine the next relay. This relay-
ing node is in fact the second hop node. This procedure is
repeated until all theH-hop nodes are determined.

This iterative procedure only uses the solutiond0 which
is the most accurate one under the above mentioned approx-
imation. Therefore, the accuracy of the hop selection and
optimization is approximately as much as possible. On the
other hand, the major advantage of this procedure, as com-
pared with the dynamic programming procedure in [14], is
that the complex is drastically reduced. In fact, the com-
plexity is nothing more than solvingH − 1 equations with
orders2 to H . The complex is linear to the hop number
H , but is independent from network size or total number of
nodesJ . As a result, it scales well with network size.

5. SIMULATIONS

In this section, we use Monte-Carlo simulations to verify the
proposed method. We assumeL = 100 meters. For each
hop countH , we use the iterative procedure in Section 4 to
determine the optimal relay locations. The corresponding
path capacity can also be calculated by (15)-(16). We nor-
malize the path capacity by the direct source to destination
transmission capacity asC(H)/C(1). The capacity based
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Fig. 3. Average capacity as function of hop countH and
node amountJ .

on numerical evaluation of (18) is shown in Fig. 4, where
we denote the numerical results as “analysis” results.

In Monte-Carlo simulations, for various node number
J , we randomly place the nodes. Then we simulate both
the complete exhaustive search with complexity(J − 1) ×
(J − 2) × · · · × (J − H) and the proposed algorithm with
a complexityM H . We denote them as “Exhaustive” and
“Proposed” results in the figures.

In Fig. 3, we clearly see that the proposed method fits
very well with the complete exhaustive search. The error
is very small, especially when the number of nodes is not
very small. In addition, the proposed method works for ex-
tremely large number of nodes and long hops, where the ex-
haustive search method becomes computationally prohibitive.
The average capacity increases when the node numberJ in-
creases, or when the hop countH increases.

10 20 30 40 50 60 70 80 90 100
2.8

3

3.2

3.4

3.6

3.8

4

4.2

4.4

J: Total Number of Nodes

M
ax

 N
or

m
al

iz
ed

 C
ap

ac
ity

 

 

Exhaustive: 2−hop
Exhaustive: 3−hop
Exhaustive: 4−hop
Proposed: 2−hop
Proposed: 3−hop
Proposed: 4−hop
Proposed: 5−hop
Proposed: 7−hop

Fig. 4. Maximum capacity as function of hop countH .

In Fig. 4, we see that the maximum capacity obtained
by the three ways fits very well. When hop account is small,
the analysis results and the results of the proposed method
are both almost identical to exhaustive search results. When
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hop countH increases, however, the proposed method gives
results smaller than the analysis results, which is because
the number of simulation iterations was limited so we could
not encounter those optimal node placements. In Fig. 5, we
further see that the maximum capacity found by our pro-
posed method fits well with the exhaustive search method.
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Fig. 5. Maximum capacity as function of hop countH and
node numberJ .

From the results in Figs. 3-5, we can see that for multi-
hop wireless networks, the transmission capacity increases
with the hop count. The more hops we can use, the higher
capacity we can get. This more or less fits the fact that more
transmission energy is used when more hops are involved.
Therefore, another way to compare the network capacity is
to study the capacity normalized by the transmission power,
or the capacity per energy use. In our simulation, we use
the capacity divided by the hop countH to describe the ca-
pacity normalized by total transmission energy. The results
corresponding to Figs. 3-5 are now redraw in Figs. 6-8.
From these three figures, we can clearly see that using less
number of hops can increase the energy efficiency. The ma-
jor reason might be that less energy has to be used to combat
mutual interference.
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