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#### Abstract

In this paper, we develop a new deflationary blind source extraction (BSE) algorithm that extracts source signals in a sequential fashion via the joint generalized eigenvectors of a set of covariance matrix pencils. The new concept of joint generalized eigenvector is defined. We prove that these vectors can be made unique and identical to the source extraction vectors with properly selected matrix pencils. To resolve the open problem of estimating joint generalized eigenvectors, we develop an approach based on the deflation operation and the proportional property of the joint generalized eigenvectors. Specifically, with the proportional property, we show that the estimation problem can be formulated as an optimization involving a quadratic cost function and a unit-rank matrix constraint. An efficient iterative algorithm is then developed by applying the gradient search, matrix shrinkage, deflation, and symmetry-preserving vectorization techniques. This algorithm estimates the joint generalized eigenvectors and conducts BSE sequentially. Its computational complexity and convergence are analyzed. Simulations demonstrate that this algorithm outperforms many typical BSE or blind source separation algorithms. In particular, the new algorithm is more robust to both heavy noise and ill-conditioned mixing matrices.
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## I. Introduction

BLIND source extraction (BSE) involves recovery of one or a subset of unknown source signals from the observed mixtures without knowing the mixing matrix [1]. BSE has found

[^0]wide applications in many fields, such as noninvasive fetal ECG extraction [2], [3], heart/lung sound signals separation [4], EEG readiness potentials extraction [5], speech signal denoising and enhancing [6]-[8], etc.

Unlike blind source separation (BSS) that recovers all source signals simultaneously [9]-[11], BSE extracts source signals one by one in a sequential fashion. A typical BSE algorithm conducts the following two steps iteratively: i) recover a source signal, and ii) apply a deflation procedure to remove this source signal from the mixture [12]-[20]. Sequential BSE has a number of advantages over simultaneous BSS [1]. It is more efficient in computation and more flexible in practical applications.

BSE has attracted a lot of research attention during the recent decade. Liu et al. [21] applied linear prediction techniques for BSE. Shi et al. [22] addressed it by exploiting the temporal structure of the desired source signals. A criterion called KSICA was proposed in [23] for the blind extraction of spatio-temporally nonstationary speech sources. Leong et al. [24] generalized BSE to the case where the mixing function is ill-conditioned and postnonlinear. Sawada et al. [25] put forward a method to enhance target source signals via the independent component analysis (ICA) and time-frequency masking techniques. A scheme for extracting source signals with the highest auto-correlation was proposed in [26]. The method of Washizawa et al. [27] conducted BSE without the need of strong source assumptions such as independence and non-Gaussianity. In [28], a linear instantaneous differential fixed-point ICA (LI-DFICA) algorithm was developed to extract sources from under-determined mixtures.

On the other hand, although many algorithms have been developed, considering the wide application of BSE in a variety of potential fields, more efforts are still needed to develop new algorithms with enhanced performance and robustness.

In this paper, we investigate a completely new BSE approach based on the joint generalized eigenvectors of a set of matrix pencils. The matrix pencils are formed by the covariance matrices of the observed mixtures. In order to make the theoretical development easier to follow, we outline the major steps of our deductions in Fig. 1. Specifically, first, we define the joint generalized eigenvectors and prove their equivalence to source extraction vectors. Then, we formulate the estimation of these vectors into a quadratic optimization over a unit-rank matrix. Finally, this optimization is solved by an efficient iterative algorithm which gives both the estimated vectors and the extracted sources.


Fig. 1. Outline of the major work in this paper, including the role of theorems (Theo.) and lemmas (Lem.).

Our major contributions in this paper include:

- We define the new concept of joint generalized eigenvectors and prove their uniqueness and equivalence to source extraction vectors in BSE applications.
- We show that the joint generalized eigenvectors can be estimated via a rank constrained optimization. This gives a practical way to solve the open problem regarding how to find these vectors.
- We develop an efficient iterative algorithm to estimate the joint generalized eigenvectors and to use them for BSE. This algorithm uses gradient search to minimize a quadratic cost function, applies matrix shrinkage to meet the unit-rank constraint, exploits symmetry-preserving vectorization to reduce complexity, and adopts deflation operation to estimate all the vectors and source signals sequentially.
- The convergence of the new algorithm is proved. Extensive simulations are conducted to demonstrate its superior performance and robustness.
The rest of the paper is organized as follows. In Section II, we formulate the BSE problem. In Section III, we define the joint generalized eigenvectors and investigate their estimations. In Section IV, the new algorithm is developed. Simulations are conducted in Section V and conclusions are given in Section VI.
Notations: The superscript $(\cdot)^{T}$ denotes transpose, $\mathbb{R}$ denotes real domain, $E\{\cdot\}$ denotes expectation, $\operatorname{tr}(\cdot)$ denotes the trace of a matrix, $\|\cdot\|_{F}$ denotes the Frobenius norm, and $\|\mathrm{x}\|$ denotes the Euclidean norm of a vector x . The operator norm of the matrix $\mathbf{X}$ is defined as $\|\mathbf{X}\| \triangleq \sigma_{1}$, where $\sigma_{1}$ is the largest singular value of $\mathbf{X}$. In addition, $\mathbf{e}_{k}=[0, \ldots, 1, \ldots, 0]^{T}$ denotes the unit vector with only one nonzero element (which is 1 ) in the $k$ th place, $\operatorname{diag}[\mathbf{x}]$ (or $\operatorname{diag}\left[x_{1}, \ldots, x_{R}\right]$ ) is a diagonal matrix with the elements of $\mathbf{x}$ (or $x_{i}$ ) in diagonal entries, and the function $(x)^{+}=\max \{0, x\}$.


## II. Problem Formulation

Consider the instantaneous mixing model

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{A s}(t)+\mathbf{n}(t) \tag{1}
\end{equation*}
$$

where $\mathbf{x}(t)=\left[x_{1}(t), \ldots, x_{J}(t)\right]^{T}$ is a vector of $J$ observation signals, $\mathbf{s}(t)=\left[s_{1}(t), \ldots, s_{R}(t)\right]^{T}$ is a vector of $R$ source signals, $\mathbf{A} \in \mathbb{R}^{J \times R}$ is an unknown full column rank mixing matrix, and $\mathbf{n}(t)$ represents additive noise. We assume that the source signals are real, zero-mean, spatially uncorrelated but temporally correlated. The additive noise $\mathbf{n}(t)$ is a real, stationary, temporally white zero-mean random process independent of the source signals.

The covariance matrix of $\mathbf{x}(t)$ with a time $\operatorname{lag} \tau_{i}$ is defined as $\mathbf{C}_{x, i} \triangleq E\left\{\mathbf{x}(t) \mathbf{x}^{T}\left(t+\tau_{i}\right)\right\}$. Without any loss of generality, we consider discrete-time signals, where both $t$ and $\tau_{i}$ are integers. Since the noise is assumed temporally white, if $\tau_{i} \neq 0$, then

$$
\begin{equation*}
\mathbf{C}_{x, i}=\mathbf{A} \mathbf{D}_{i} \mathbf{A}^{T} \tag{2}
\end{equation*}
$$

where $\mathbf{D}_{i} \triangleq E\left\{\mathbf{s}(t) \mathbf{s}^{T}\left(t+\tau_{i}\right)\right\}=\operatorname{diag}\left[d_{i 1}, \ldots, d_{i R}\right]$.
When the number of observation signals is more than the number of source signals, i.e., $J>R$, a standard dimensionreduction procedure is usually applied to reduce the signal dimensions [1], [29]. Specifically, first, we compute the eigenvalue decomposition (EVD) of $\mathbf{C}_{x, 0}=E\left\{\mathbf{x}(t) \mathbf{x}^{T}(t)\right\}$, which gives

$$
\mathbf{C}_{x, 0}=\left[\begin{array}{ll}
\mathbf{U}_{s} & \mathbf{U}_{n}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{s} & \mathbf{0}  \tag{3}\\
\mathbf{0} & \boldsymbol{\Sigma}_{n}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{U}_{s} & \mathbf{U}_{n}
\end{array}\right]^{T},
$$

where $\mathbf{U}_{s} \in \mathbb{R}^{J \times R}$ and $\mathbf{U}_{n} \in \mathbb{R}^{J \times(J-R)}$ are columnwise orthonormal matrices, $\boldsymbol{\Sigma}_{s}=\operatorname{diag}\left[\lambda_{x, 1}, \ldots, \lambda_{x, R}\right]$ is a diagonal matrix of the $R$ principal eigenvalues, and $\boldsymbol{\Sigma}_{n}=\operatorname{diag}\left[\lambda_{x, R+1}\right.$, $\left.\ldots, \lambda_{x, J}\right]$ is a diagonal matrix of the $(J-R)$ noise eigenvalues. Then, with the average $\bar{\lambda}_{x, n}=\frac{1}{J-R} \sum_{i=R+1}^{J} \lambda_{x, i}$, we can use the matrix $\mathbf{U}=\left(\operatorname{diag}\left[\sqrt{\lambda_{x, 1}-\bar{\lambda}_{x, n}}, \ldots, \sqrt{\lambda_{x, R}-\bar{\lambda}_{x, n}}\right]\right)^{-1}$ $\mathbf{U}_{s}^{T}$ to whiten (and reduce the dimension of) the signal $\mathbf{x}(t)$ as

$$
\begin{equation*}
\overline{\mathbf{x}}(t)=\mathbf{U} \mathbf{x}(t) . \tag{4}
\end{equation*}
$$

For the signal $\overline{\mathbf{x}}(t)$, the new covariance matrix is

$$
\begin{equation*}
\mathbf{R}_{i} \triangleq E\left\{\overline{\mathbf{x}}(t) \overline{\mathbf{x}}^{T}\left(t+\tau_{i}\right)\right\}=\mathbf{U A D}_{i} \mathbf{A}^{T} \mathbf{U}^{T} . \tag{5}
\end{equation*}
$$

In source separation, we recover the source signals by a separating matrix $\mathbf{W} \in \mathbb{R}^{R \times R}$, which gives

$$
\begin{equation*}
\mathbf{y}(t)=\mathbf{W} \overline{\mathbf{x}}(t) . \tag{6}
\end{equation*}
$$

From (4) and (1), it can be seen that

$$
\mathbf{y}(t)=\mathbf{W} \mathbf{U x}(t)=\mathbf{G} \mathbf{s}(t)+\mathbf{W} \mathbf{U n}(t)
$$

where $\mathbf{G}=$ WUA. Source separation is considered successful when $\mathbf{y}(t)=\left[y_{1}(t), \ldots, y_{R}(t)\right]^{T}$ is a permuted and scaled version of $\mathbf{s}(t)$ plus noise, which implies that $\mathbf{G}$ is a generalized permutation matrix, i.e.,

$$
\begin{equation*}
\mathrm{G}=\mathbf{P} \boldsymbol{\Lambda} \tag{8}
\end{equation*}
$$

with a permutation matrix $\mathbf{P}$ and a non-singular diagonal matrix $\boldsymbol{\Lambda}=\operatorname{diag}\left[\gamma_{1}, \ldots, \gamma_{R}\right]$.

According to (5)-(8), the matrix $\mathbf{W R}_{i} \mathbf{W}^{T}$ is diagonal. A popular approach for source separation is thus to find an orthogonal matrix $\mathbf{W}$ that simultaneously diagonalizes a set of $N$ covariance matrices $\mathbf{R}_{i}, i=1, \ldots, N$, and this task can be conducted via approximate joint diagonalization (AJD) techniques [29]-[48]. In this paper, instead of conducting AJD directly, we show that a new concept of joint generalized eigenvector can potentially lead to more robust BSE algorithms.

## III. Joint Generalized Eigenvectors and Their Estimation

## A. Joint Generalized Eigenvector and Source Extraction Vector

Assume that there is an orthonormal matrix $\mathbf{W}$ that can successfully separate all the $R$ sources. Denote by $\mathbf{w}_{k}$ the row of $\mathbf{W}$ that extracts the $k$ th source signal, $k=1, \ldots, R$. Then $\mathbf{w}_{k}^{T}$ is called the source extraction vector. According to (7) and (8), we have $\mathbf{w}_{k} \mathbf{U A}=\gamma_{k} \mathbf{e}_{k}^{T}$.

Among the $N$ covariance matrices $\mathbf{R}_{i}, i=1, \ldots, N$, consider an arbitrary pair $\mathbf{R}_{i}$ and $\mathbf{R}_{j}, i \neq j$. From (5) we have

$$
\begin{equation*}
\mathbf{R}_{i} \mathbf{w}_{k}^{T}=d_{i k} \gamma_{k} \mathbf{U} \mathbf{a}_{k}, \quad \mathbf{R}_{j} \mathbf{w}_{k}^{T}=d_{j k} \gamma_{k} \mathbf{U} \mathbf{a}_{k} \tag{9}
\end{equation*}
$$

where $\mathbf{a}_{k}$ denotes the $k$ th column of the mixing matrix $\mathbf{A}$. The two equations in (9) lead to

$$
\begin{equation*}
\mathbf{R}_{i} \mathbf{w}_{k}^{T}=\lambda_{i, j} \mathbf{R}_{j} \mathbf{w}_{k}^{T} \tag{10}
\end{equation*}
$$

where $\lambda_{i, j}$ is a scalar. Hence, the $R$ vectors $\mathbf{w}_{k}^{T}$ are all generalized eigenvectors of the matrix pencil $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right)$.

Blind source separation by the generalized eigenvalue decomposition (GEVD) of a single matrix pencil was discussed in Chapter 4 of [1]. The experience indicates that, while we can obtain $R$ generalized eigenvectors from the GEVD of a single matrix pencil ( $\mathbf{R}_{i}, \mathbf{R}_{j}$ ), these $R$ vectors may not be exactly the $R$ source extraction vectors $\mathbf{w}_{k}^{T}$. For example, if there are repetitive generalized eigenvalues in the matrix pencil $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right)$, then GEVD may give linear combinations of $\mathbf{w}_{k}^{T}$ rather than $\mathbf{w}_{k}^{T}$ themselves. Obviously, linear combinations of $\mathbf{w}_{k}^{T}$ cannot be used as source extraction vectors.

In this paper, we will show that we can resolve this problem by considering the joint generalized eigenvectors of multiple matrix pencils $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right), i \neq j$.

Definition 1: The joint generalized eigenvector of a set of matrix pencils $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right), i \neq j$, is the vector $\mathbf{v}^{T}$ that satisfies $\mathbf{R}_{i} \mathbf{v}^{T}=\lambda_{i, j} \mathbf{R}_{j} \mathbf{v}^{T}$ for all $i \neq j$, where $\lambda_{i, j}$ are scalars and $\left\|\mathbf{v}^{T}\right\|=1$.

In this paper, we consider the joint generalized eigenvectors of the set of matrix pencils $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right),(i, j) \in \mathcal{I} \subseteq\{(i, j): 1 \leq$ $i<j \leq N\}$. Specifically, the set $\mathcal{I}$ has $M$ elements, which are selected from the full set of $N(N-1) / 2$ matrix pencil indices $\{(i, j): 1 \leq i<j \leq N\}$.

Theorem 1: The set of matrix pencils $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right),(i, j) \in \mathcal{I}$, have $R$ unique joint generalized eigenvectors $\mathbf{v}_{k}^{T}$ that are equal to the $R$ source extraction vectors $\mathbf{w}_{k}^{T}$ if and only if

$$
\begin{align*}
& \forall 1 \leq m \neq n \leq R, \exists(i, j) \in \mathcal{I} \\
& \quad \text { such that } \quad d_{i m} d_{j n}-d_{i n} d_{j m} \neq 0 . \tag{11}
\end{align*}
$$

Proof: The proof is given in Appendix A.
Theorem 1 shows that we can make the joint generalized eigenvectors unique and identical to the source extraction vectors by selecting appropriately the set $\mathcal{I}$ for (11) to be satisfied. For example, if (11) can be satisfied with $\mathcal{I}=\{(1,2)\}$, then we just need to find the $R$ generalized eigenvectors of the matrix pencil $\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)$ and use them as source extraction
vectors. Otherwise, we have to use more matrix pencils, such as $\mathcal{I}=\{(1,2),(1,3)\}$, etc, and estimate their joint generalized eigenvectors.

For source signals with rich temporal correlations, we need only a small number of matrix pencils, which means $M \ll$ $N(N-1) / 2$. On the other hand, using more matrix pencils can enhance the accuracy of estimating $\mathbf{w}_{k}^{T}$ and $\mathbf{v}_{k}^{T}$ from noisy signals. Note that we will use $\mathbf{v}_{k}^{T}$ and $\mathbf{w}_{k}^{T}$ interchangeably in sequel considering their equivalence.

## B. Properties of Joint Generalized Eigenvectors

The estimation of joint generalized eigenvectors is a nontrivial open problem. Conventional GEVD works on a single matrix pencil only. AJD or other simultaneous matrix diagonalization algorithms such as [49] may not be desirable because they target toward the (more stringent) multiple-matrix diagonalization problem. Before developing practical estimation algorithms to fill this gap, we show some useful properties of joint generalized eigenvectors first in this subsection.

Consider a joint generalized eigenvector $\mathbf{v}^{T}$. Define $\mathbf{u}_{i} \triangleq$ $\mathbf{R}_{i} \mathbf{v}^{T}$. Then from (10) we have $\mathbf{u}_{i}=\lambda_{i, j} \mathbf{u}_{j}$. In other words, $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are proportional, which we call the proportional property of joint generalized eigenvectors.

Lemma 1: For two non-zero vectors $\mathbf{u}_{i} \in \mathbb{R}^{R \times 1}$ and $\mathbf{u}_{j} \in$ $\mathbb{R}^{R \times 1}$, let $u_{i s}$ and $u_{j s}$ be their $s$ th elements, respectively, where $1 \leq s \leq R$. Then $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are proportional if and only if

$$
\begin{equation*}
u_{i s} u_{j t}-u_{i t} u_{j s}=0, \quad 1 \leq s<t \leq R \tag{12}
\end{equation*}
$$

Proof: See Appendix B.
Let $\mathbf{r}_{i s}$ be the $s$ th row of $\mathbf{R}_{i}$. We have $u_{i s}=\mathbf{r}_{i s} \mathbf{v}^{T}$, and the new proportional property (12) leads to

$$
\begin{equation*}
\left(\mathbf{r}_{i s} \mathbf{v}^{T}\right)\left(\mathbf{r}_{j t} \mathbf{v}^{T}\right)-\left(\mathbf{r}_{i t} \mathbf{v}^{T}\right)\left(\mathbf{r}_{j s} \mathbf{v}^{T}\right)=0 \tag{13}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\mathbf{v}\left(\mathbf{r}_{i s}^{T} \mathbf{r}_{j t}-\mathbf{r}_{i t}^{T} \mathbf{r}_{j s}\right) \mathbf{v}^{T}=0, \quad(i, j) \in \mathcal{I}, 1 \leq s<t \leq R \tag{14}
\end{equation*}
$$

Lemma 1 indicates that (14) is equivalent to (10).
For each matrix pencil $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right),(i, j) \in \mathcal{I}$, we can define a list of $R(R-1) / 2$ symmetric matrices

$$
\begin{equation*}
\mathbf{R}_{s t}^{i j} \triangleq\left(\mathbf{r}_{i s}^{T} \mathbf{r}_{j t}-\mathbf{r}_{i t}^{T} \mathbf{r}_{j s}\right)+\left(\mathbf{r}_{j t}^{T} \mathbf{r}_{i s}-\mathbf{r}_{j s}^{T} \mathbf{r}_{i t}\right) \tag{15}
\end{equation*}
$$

where $1 \leq s<t \leq R$. Then, from (14) we have

$$
\begin{equation*}
\mathbf{v R}_{s t}^{i j} \mathbf{v}^{T}=0, \quad(i, j) \in \mathcal{I}, 1 \leq s<t \leq R \tag{16}
\end{equation*}
$$

which we call the quadratic property of joint generalized eigenvectors. This property serves as our starting point in developing new algorithms for the estimation of joint generalized eigenvectors.

## C. Rank Constrained Optimization

Consider the problem of estimating the vector $\mathbf{v}^{T}$ based purely on (16). First, while $\mathbf{v}^{T}$ is the eigenvector associated with the zero eigenvalue of $\mathbf{R}_{s t}^{i j}$, it is nontrivial to estimate a
common set of $R$ vectors $\mathbf{v}^{T}$ for all the matrices. Second, because the matrices $\mathbf{R}_{s t}^{i j}$ may not be semi-definite, $\mathbf{v}^{T}$ cannot be obtained in closed-form by forcing the derivative of $\mathbf{v} \mathbf{R}_{s t}^{i j} \mathbf{v}^{T}$ equal to zero. Instead, we have to minimize $\left(\mathbf{v R}_{s t}^{i j} \mathbf{v}^{T}\right)^{2}$, which is no longer quadratic. A standard technique is to relax $\mathbf{v}^{T} \mathbf{v}$ into a symmetric unit-rank matrix B [50]. Specifically, since (16) can be written as

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{v}^{T} \mathbf{v}\right)=0 \tag{17}
\end{equation*}
$$

we relax it with an $R \times R$ symmetric matrix $\mathbf{B}$ into

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{B}\right)=0, \quad \text { s.t. } \quad \operatorname{rank}(\mathbf{B})=1 \tag{18}
\end{equation*}
$$

Considering all the matrices $\mathbf{R}_{s t}^{i j}$, we have the optimization

$$
\begin{equation*}
\min f(\mathbf{B}), \quad \text { s.t. } \quad \operatorname{rank}(\mathbf{B})=1 \tag{19}
\end{equation*}
$$

where $f(\mathbf{B})=\sum_{(i, j) \in \mathcal{I}, 1 \leq s<t \leq R}\left(\operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{B}\right)\right)^{2}$.
Theorem 2: The optimal solution to (19) is $\mathbf{B}^{*}=\mathbf{w}_{k}^{T} \mathbf{w}_{k}$ where $\mathbf{w}_{k}^{T}$ is a joint generalized eigenvector (and is also a source extraction vector).

Proof: See Appendix C.
The exploitation of the new concept of joint generalized eigenvectors and the estimation of these vectors via the rank constrained optimization (19) make our approach both unique and advantageous over many existing BSE algorithms, including those that also use quadratic cost functions, such as [51][57]. The cost function $f(\mathbf{B})$ is quadratic, and the domain set $\left\{\mathbf{B}: \operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{B}\right)=0,(i, j) \in \mathcal{I}, 1 \leq s<t \leq R\right\}$ is a convex cone over non-negative definite matrices. Such properties can potentially enhance our approach's accuracy, efficiency and convergence.
Furthermore, (19) is a variation of the matrix rank minimization problem [50] that has attracted a lot of research attention recently and has found wide applications in quadratic optimization, signal processing, system identification, etc. Many algorithms have been developed for this problem [58]-[66], which can be adapted for our purpose. In particular, the FPCA (fixed point continuation with approximate singular value decomposition) Algorithm of [58] is powerful, fast and robust, inspired by which we develop a new approach in sequel that combines the gradient search and matrix shrinkage techniques to solve (19).

As basic ideas, first, we apply gradient search to minimize the quadratic cost function $f(\mathbf{B})$. From (19), the gradient can be found as

$$
\begin{equation*}
\nabla f(\mathbf{B}) \triangleq \frac{\partial f(\mathbf{B})}{\partial \mathbf{B}}=\sum_{(i, j) \in \mathcal{I}, 1 \leq s<t \leq R} 2 \operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{B}\right) \mathbf{R}_{s t}^{i j} \tag{20}
\end{equation*}
$$

with which we can derive the updating rule

$$
\begin{equation*}
\mathbf{B}^{(\ell)}=\mathbf{B}^{(\ell-1)}-\alpha \nabla f\left(\mathbf{B}^{(\ell-1)}\right), \quad \ell=1,2, \ldots \tag{21}
\end{equation*}
$$

where $\alpha$ is an appropriate step size.
Next, we apply the matrix shrinkage operator $S_{v}\left(\mathbf{B}^{(\ell)}\right)$ to satisfy the unit-rank constraint [58]. Let the singular value decomposition (SVD) of $\mathbf{B}^{(\ell)}$ be $\mathbf{B}^{(\ell)}=\mathbf{U}_{B} \operatorname{diag}[\boldsymbol{\sigma}] \mathbf{V}_{B}^{T}$ where $\boldsymbol{\sigma}=\left[\sigma_{1}, \ldots, \sigma_{R}\right]$, and $\mathbf{U}_{B}, \mathbf{V}_{B}$ are orthonormal matrices. Then

$$
\begin{equation*}
S_{v}\left(\mathbf{B}^{(\ell)}\right) \triangleq \mathbf{U}_{B} \operatorname{diag}\left[s_{v}(\boldsymbol{\sigma})\right] \mathbf{V}_{B}^{T}, \tag{22}
\end{equation*}
$$

where the vector shrinkage operator $s_{v}(\boldsymbol{\sigma})$ is defined as

$$
\begin{equation*}
s_{v}(\boldsymbol{\sigma}) \triangleq\left[\left(\sigma_{1}-v\right)^{+}, \ldots,\left(\sigma_{R}-v\right)^{+}\right] \tag{23}
\end{equation*}
$$

with appropriate threshold $v>0$.
However, direct implementation of the gradient search (21) is not desirable. Each iteration needs the calculation of $M R(R-$ 1)/2 matrices $\mathbf{R}_{s t}^{i j}$, which has extremely high computational complexity. The symmetry of $\mathbf{B}$ is neither exploited nor maintained explicitly. The matrix $\mathbf{B}^{(\ell)}$ may gradually lose symmetry during updating due to the accumulation of calculation errors, which certainly degrades accuracy. To address these issues, in next section we apply symmetry-preserving vectorization and deflation techniques to implement a more efficient algorithm.

## IV. Efficient Algorithm Implementation

## A. Re-Formulation via Symmetry-Preserving Vectorization

It is well known that $\operatorname{tr}\left(\mathbf{R}_{s t}^{i j} \mathbf{B}\right)=\left(\operatorname{vec}\left(\mathbf{R}_{s t}^{i j}\right)\right)^{T} \operatorname{vec}(\mathbf{B})$, where $\operatorname{vec}(\cdot)$ is the vectorization operator that stacks the columns of a matrix into a column vector. Considering that $\mathbf{R}_{s t}^{i j}$ and $\mathbf{B}$ are both symmetric matrices, it is more desirable to remove the identical elements so as to reduce the vector dimension. For this purpose, we define three new vectorization operators $\operatorname{svec}(\cdot)$, $\operatorname{hvec}(\cdot)$ and unhvec $(\cdot)$. The first two operators stack an $R \times R$ symmetric matrix into an $\frac{R(R+1)}{2}$ dimensional vector, whereas the last one is the inverse operation of hvec $(\cdot)$. In addition, $\operatorname{svec}(\cdot)$ adds the repeated elements together, while hvec $(\cdot)$ does not.

Definition 2. Symmetry-preserving vectorization operators: 1) $\operatorname{svec}(\cdot)$ is defined as $\mathbf{b}=\operatorname{svec}(\mathbf{B})$, where the elements are $(\mathbf{b})_{(i-1)(R-i / 2)+j}=\beta_{i j}(\mathbf{B})_{i j}, 1 \leq i \leq j \leq R, \beta_{i j}=1$ for $i=$ $j$, and $\beta_{i j}=2$ for $i<j$. 2) hvec $(\cdot)$ is defined as $\mathbf{b}=$ hvec $(\mathbf{B})$, where $(\mathbf{b})_{(i-1)(R-i / 2)+j}=(\mathbf{B})_{i j}, 1 \leq i \leq j \leq R$. 3) unhvec $(\cdot)$ is defined as $\mathbf{B}=$ unhvec $(\mathbf{b})$, where $(\mathbf{B})_{i j}=$ $(\mathbf{B})_{j i}=(\mathbf{b})_{(i-1)(R-i / 2)+j}$.

With the new operators, we can rewrite $f(\mathbf{B})$ of (19) as

$$
\begin{align*}
f(\mathbf{b}) & =\sum_{(i, j) \in \mathcal{I}, 1 \leq s<t \leq R}\left(\left(\operatorname{svec}\left(\mathbf{R}_{s t}^{i j}\right)\right)^{T} \mathbf{b}\right)^{2} \\
& =\sum_{(i, j) \in \mathcal{I}, 1 \leq s<t \leq R} \mathbf{b}^{T} \operatorname{svec}\left(\mathbf{R}_{s t}^{i j}\right)\left(\operatorname{svec}\left(\mathbf{R}_{s t}^{i j}\right)\right)^{T} \mathbf{b} \tag{24}
\end{align*}
$$

where $\mathbf{b}=\operatorname{hvec}(\mathbf{B})$ is an $R(R+1) / 2$ dimensional vector.
To make (24) more concise, we stack all the $R(R-1) / 2$ vectors $\operatorname{svec}\left(\mathbf{R}_{s t}^{i j}\right), 1 \leq s<t \leq R$, into the $\frac{R(R+1)}{2} \times \frac{R(R-1)}{2}$ dimensional matrix

$$
\begin{equation*}
\mathbf{C}^{i j}=\left[\operatorname{svec}\left(\mathbf{R}_{12}^{i j}\right), \ldots, \operatorname{svec}\left(\mathbf{R}_{(R-1) R}^{i j}\right)\right] . \tag{25}
\end{equation*}
$$

Furthermore, we stack all the $M$ matrices $\mathbf{C}^{i j},(i, j) \in \mathcal{I}$, into the $\frac{R(R+1)}{2} \times M \frac{R(R-1)}{2}$ matrix $\left[\mathbf{C}^{12}, \ldots, \mathbf{C}^{i j}, \ldots\right]$ and define the $\frac{R(R+1)}{2} \times \frac{R(R+1)}{2}$ dimensional matrix

$$
\begin{equation*}
\mathbf{C}=\left[\mathbf{C}^{12}, \ldots, \mathbf{C}^{i j}, \ldots\right]\left[\mathbf{C}^{12}, \ldots, \mathbf{C}^{i j}, \ldots\right]^{T} \tag{26}
\end{equation*}
$$

Accordingly, (24) becomes $f(\mathbf{b})=\mathbf{b}^{T} \mathbf{C b}$ and the optimization (19) is changed to the vector form

$$
\begin{equation*}
\min f(\mathbf{b})=\mathbf{b}^{T} \mathbf{C b}, \quad \text { s.t. } \quad \operatorname{rank}(\operatorname{unhvec}(\mathbf{b}))=1 \tag{27}
\end{equation*}
$$

Lemma 2: If the columns of $\mathbf{C}^{i j}$ are linearly independent, then the null space of each matrix $\mathbf{C}^{i j}$, denoted as $\mathcal{N}\left\{\mathbf{C}^{i j}\right\}$, is spanned by the vectors $\mathbf{b}_{k}=\operatorname{hvec}\left(\mathbf{w}_{k}^{T} \mathbf{w}_{k}\right), k=1, \ldots, R$, where $\mathbf{w}_{k}^{T}$ are source extraction vectors (and joint generalized eigenvectors).

Proof: If the columns of $\mathbf{C}^{i j}$ are linearly independent, then $\operatorname{rank}\left(\mathbf{C}^{i j}\right)=R(R-1) / 2$. Hence, the dimension of $\mathcal{N}\left\{\mathbf{C}^{i j}\right\}$ is $R$. According to (18) and Definition 2, we can see that $\left(\mathbf{C}^{i j}\right)^{T} \mathbf{b}_{k}=\mathbf{0}$. Since the source extraction vectors $\mathbf{w}_{k}^{T}$ are linearly independent, so do the $R$ vectors $\mathbf{b}_{k}$. Therefore, we conclude that $\mathcal{N}\left\{\mathbf{C}^{i j}\right\}$ is spanned by $\mathbf{b}_{k}$.

Lemma 2 shows that the optimal solutions to (27) are the joint generalized eigenvectors (source extraction vectors). In addition, Lemma 2 provides us with a guideline to select covariance matrices $\mathbf{R}_{i}$. One drawback of many eigen-decompositionbased source separation algorithms is the absence of such guidelines. Because each $\mathbf{C}_{i j}$ (and thus $\mathbf{C}$ ) has a null space with dimension $R$, the sum of the $R$ least singular values of the matrix $\mathbf{C}$ should be zero. Therefore, in practical applications when the noise is not strictly white or the matrices $\mathbf{D}_{i}$ in (2) are not strictly diagonal, we can select the optimal set of covariance matrices $\mathbf{R}_{i}$ (via choosing time lags $\tau_{i}$ ) by minimizing the sum of $R$ least singular values of $\mathbf{C}$. The effectiveness of this guideline is verified by simulations in Section V-E.

## B. Deflationary Algorithm for Sequential BSE and for the Estimation of Joint Generalized Eigenvectors

From (27), the gradient of $f(\mathbf{b})$ can be found as

$$
\begin{equation*}
\nabla f(\mathbf{b}) \triangleq \frac{\partial f(\mathbf{b})}{\partial \mathbf{b}}=2 \mathbf{C b} \tag{28}
\end{equation*}
$$

The updating rule is thus

$$
\begin{equation*}
\mathbf{b}^{(\ell)}=\mathbf{b}^{(\ell-1)}-2 \alpha^{(\ell-1)} \mathbf{C b}^{(\ell-1)} \tag{29}
\end{equation*}
$$

where the step size $\alpha^{(\ell-1)}$ can be optimized by exact line search

$$
\begin{align*}
\alpha^{(\ell-1)} & =\underset{\alpha>0}{\arg \min } f\left(\mathbf{b}^{(\ell-1)}-2 \alpha \mathbf{C b}^{(\ell-1)}\right) \\
& =\frac{\left(\mathbf{C b}^{(\ell-1)}\right)^{T} \mathbf{C b}^{(\ell-1)}}{2\left(\mathbf{C b}^{(\ell-1)}\right)^{T} \mathbf{C} \mathbf{C b}^{(\ell-1)}} \tag{30}
\end{align*}
$$

In each iteration, after obtaining $\mathbf{b}^{(\ell)}$, we conduct matrix shrinkage and normalization via

$$
\begin{equation*}
\mathbf{B}^{(\ell)}=\frac{S_{v}\left(\operatorname{unhvec}\left(\mathbf{b}^{(\ell)}\right)\right)}{\left\|S_{v}\left(\operatorname{unhvec}\left(\mathbf{b}^{(\ell)}\right)\right)\right\|_{F}} \tag{31}
\end{equation*}
$$

The normalization is necessary to avoid the trivial solution $\mathbf{B}=\mathbf{0}$. Upon convergence, we can calculate a joint generalized eigenvector (source extraction vector) from $\mathbf{B}^{(\ell)}$ as the eigenvector corresponding to the largest eigenvalue.

To estimate another joint generalized eigenvector, we apply deflation operation and run the iterations again. The overall procedure is outlined in Algorithm 1.

This algorithm estimates all the joint generalized eigenvectors (and source extraction vectors) sequentially, one in each stage. It runs $R$ stages to estimate all the $R$ vectors. For BSE applications, it can terminate early when the desired sources have been

```
Algorithm 1: Estimate \(\mathbf{w}_{k}^{T}\) and Extract Source \(s_{k}(t)\) in
Stage \(k=1, \ldots, R\).
    Input: \(\overline{\mathbf{x}}(t)\) : observation signals; \(v, \zeta\) : thresholds;
        if \(k=1\) : choose \(\tau_{i}\), find \(\mathbf{R}_{i}, \mathbf{R}_{s t}^{i j}, \mathbf{C}_{1}\) as per (5) (15)
        (26);
    if \(k>1\) : calculate \(\mathbf{C}_{k}\) as per (33);
    Initialize \(\mathbf{B}^{(0)}\) and construct \(\mathbf{b}^{(0)}=\operatorname{hvec}\left(\mathbf{B}^{(0)}\right)\);
    \(\ell \leftarrow 1\);
    repeat (as per (29), (30), (31))
        compute gradient: \(\mathbf{g}^{(\ell-1)}=2 \mathbf{C}_{k} \mathbf{b}^{(\ell-1)}\);
        compute step size: \(\alpha^{(\ell-1)}=\frac{\mathbf{g}^{(\ell-1) T} \mathbf{g}^{(\ell-1)}}{2 \mathbf{g}^{(\ell-1) T} \mathbf{C}_{k} \mathbf{g}^{(\ell-1)}}\);
        update: \(\mathbf{h}^{(\ell)}=\mathbf{b}^{(\ell-1)}-\alpha^{(\ell-1)} \mathbf{g}^{(\ell-1)}\);
        unstack vector into matrix: \(\mathbf{H}^{(\ell)}=\operatorname{unhvec}\left(\mathbf{h}^{(\ell)}\right)\)
        shrinkage: \(\mathbf{B}^{(\ell)}=S_{v}\left(\mathbf{H}^{(\ell)}\right) /\left\|S_{v}\left(\mathbf{H}^{(\ell)}\right)\right\|_{F}\);
        stack matrix into vector: \(\mathbf{b}^{(\ell)}=\operatorname{hvec}\left(\mathbf{B}^{(\ell)}\right)\);
        \(\ell \leftarrow \ell+1 ;\)
    until \(\left\|\mathbf{B}^{(\ell)}-\mathbf{B}^{(\ell-1)}\right\|_{F} \leq \zeta\);
    estimate \(\hat{\mathbf{w}}_{k}^{T}\) as leading eigenvector of \(\mathbf{B}^{(\ell)}\);
    calculate \(\hat{s}_{k}(t)=\hat{\mathbf{w}}_{k} \overline{\mathbf{x}}(t)\).
    Ouput: \(\hat{\mathbf{w}}_{k}^{T}\) and \(\hat{s}_{k}(t)\).
```

extracted. In each stage $k$, the algorithm runs iteratively the gradient search operation and the matrix shrinkage operation until the change in $\mathbf{B}^{(\ell)}$ is less than a pre-defined small threshold $\zeta$.

Deflation is applied to guarantee that the full set of orthogonal joint generalized eigenvectors are estimated. The deflation operation is conducted via determining the matrices $\mathbf{C}_{k}$ and $\mathbf{B}^{(0)}$. In stage $k=1$, since no deflation is necessary, $\mathbf{C}_{1}=\mathbf{C}$ and is calculated directly by (26). $\mathbf{B}^{(0)}$ is initialized as a random symmetric matrix with rank 1. In each of the subsequent stages $k \geq 2$, the targeting vector $\mathbf{w}_{k}^{T}$ should be orthogonal to all the vectors $\hat{\mathbf{w}}_{1}, \ldots, \hat{\mathbf{w}}_{k-1}$ estimated in previous stages, i.e.,

$$
\begin{equation*}
\hat{\mathbf{w}}_{i} \mathbf{w}_{k}^{T}=0, \quad i=1, \ldots, k-1 \tag{32}
\end{equation*}
$$

This becomes $\left(\operatorname{svec}\left(\hat{\mathbf{W}}_{i}\right)\right)^{T} \mathbf{b}=0$ in vector form, where $\mathbf{b}=$ $\operatorname{hvec}\left(\mathbf{w}_{k}^{T} \mathbf{w}_{k}\right)$ and $\hat{\mathbf{W}}_{i}=\hat{\mathbf{w}}_{i}^{T} \hat{\mathbf{w}}_{i}$. The idea of deflation is to look for a vector $\mathbf{b}$ that is orthogonal to $\mathbf{C}$ and all the estimated matrices $\operatorname{svec}\left(\hat{\mathbf{W}}_{i}\right)\left(\operatorname{svec}\left(\hat{\mathbf{W}}_{i}\right)\right)^{T}, i=1, \ldots, k-1$. This can be implemented by replacing the matrix $\mathbf{C}$ of (27) with

$$
\begin{equation*}
\mathbf{C}_{k}=\mathbf{C}_{k-1}+\operatorname{svec}\left(\hat{\mathbf{W}}_{k-1}\right)\left(\operatorname{svec}\left(\hat{\mathbf{W}}_{k-1}\right)\right)^{T}, \quad k \geq 2 \tag{33}
\end{equation*}
$$

Furthermore, to speed up the gradient search, we can initialize $\mathbf{B}^{(0)}$ within the subspace orthogonal to $\hat{\mathbf{w}}_{1}, \ldots, \hat{\mathbf{w}}_{k-1}$. Considering the matrix $\hat{\mathbf{W}}^{(k-1)}=\left[\hat{\mathbf{w}}_{1}^{T}, \ldots, \hat{\mathbf{w}}_{k-1}^{T}\right]$, we conduct EVD

$$
\begin{align*}
& \hat{\mathbf{W}}^{(k-1)}\left(\hat{\mathbf{W}}^{(k-1)}\right)^{T}= \\
& \quad\left[\mathbf{U}_{e}, \mathbf{U}^{(k-1)}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{e} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\mathbf{U}_{e}, \mathbf{U}^{(k-1)}\right]^{T} . \tag{34}
\end{align*}
$$

Since $\mathbf{U}^{(k-1)} \in \mathbb{R}^{R \times(R-k+1)}$ is orthogonal to $\hat{\mathbf{w}}_{1}^{T}, \ldots, \hat{\mathbf{w}}_{k-1}^{T}$, the vector $\mathbf{w}_{k}^{T}$ is in the space spanned by the columns of $\mathbf{U}^{(k-1)}$. Therefore, we can initialize by $\mathbf{B}^{(0)}=\mathbf{U}^{(k-1)} \mathbf{c c}^{T} \mathbf{U}^{(k-1) T}$ with a random vector $\mathbf{c} \in \mathbb{R}^{(R-k+1) \times 1}$.

The major computational complexity in each iteration comes from updating the $R(R+1) / 2$ dimensional vector $\mathbf{b}$. The $M R(R-1) / 2$ matrices $\mathbf{R}_{s t}^{i j}$ are used just once at the beginning when calculating $\mathbf{C}_{1}$. All the subsequent iterations and stages involve only a single matrix $\mathbf{C}_{k}$. The complexity in each iteration is thus $O\left(R^{4}\right)$, dominated by the matrix-vector multiplication $\mathbf{C}_{k} \mathbf{b}^{(\ell-1)}$. This compares favorably with the common complexity $O\left(N R^{3}\right)$ of existing AJD methods [40]. This also compares favorably with the complexity $O\left(M R^{2} \times R^{3}\right)$ of (21). Note that in many practical applications, the number of sources $R$ is usually small while $N \gg R$ and $M \leq N(N-1) / 2$ can be much larger, especially if we want to use a large number of covariance matrices to enhance estimation accuracy.

## C. Convergence Analysis

Let us first analyze the operation of matrix shrinkage and normalization (31), which in Algorithm 1 is described as $\mathbf{B}^{(\ell)}=$ $S_{v}\left(\mathbf{H}^{(\ell)}\right) /\left\|S_{v}\left(\mathbf{H}^{(\ell)}\right)\right\|_{F}$. The objective of matrix shrinkage is to make the matrix $\mathbf{B}^{(\ell)}$ closer to rank 1 than $\mathbf{H}^{(\ell)}$. Let the singular values of $\mathbf{H}^{(\ell)}$ and $\mathbf{B}^{(\ell)}$ be $\sigma_{h, 1} \geq \cdots \geq \sigma_{h, R}$ and $\sigma_{b, 1} \geq$ $\cdots \geq \sigma_{b, R}$, respectively. Their distances from rank 1 can be measured by $\mu_{h}=\sigma_{h, 1} / \sum_{i=2}^{R} \sigma_{h, i}$ and $\mu_{b}=\sigma_{b, 1} / \sum_{i=2}^{R} \sigma_{b, i}$, respectively. Larger value means closer to rank 1 . We define $\sigma_{h, R+1}=0$ for notational convenience.

Lemma 3: The operation of matrix shrinkage and normalization makes $\mathbf{B}^{(\ell)}$ closer to rank 1 than $\mathbf{H}^{(\ell)}$, i.e., $\mu_{b}>\mu_{h}$, if the threshold $v$ satisfies

$$
\begin{align*}
& \sigma_{h, n} \geq v \geq \sigma_{h, n+1} \\
& v<\frac{\sum_{i=n+1}^{R} \sigma_{h, i}}{\left(\sigma_{h, 1}^{-1}\left(\sum_{i=2}^{R} \sigma_{h, i}\right)-n+1\right)^{+}} \tag{35}
\end{align*}
$$

for an integer $n=1, \ldots, R$.
Proof: See Appendix D.
A desirable property is that the right-hand-side of (35), i.e., the upper bound of $v$, increases when $\mathbf{H}^{(\ell)}$ is closer to rank 1. This means that we just need to calculate this upper bound once using $\mathbf{H}^{(1)}$ obtained in the first iteration. As long as we choose $v$ under this upper bound, Lemma 3 will guarantee that the operation of matrix shrinkage and normalization makes $\mathbf{B}^{(\ell)}$ more and more close to rank 1.

Theorem 3: With a relatively small $v$ that satisfies (35) and a step size $\alpha$ that satisfies $0<\alpha<\frac{1}{\lambda_{\max }}$, where $\lambda_{\text {max }}$ is the maximum eigenvalue of $\mathbf{C}_{k}$, the Algorithm 1 converges to $\mathbf{B}^{*}$.

Proof: See Appendix E.
From $\lambda_{\max }=\max _{\mathbf{z}}\left(\mathbf{z}^{T} \mathbf{C}_{k} \mathbf{z}\right) /\left(\mathbf{z}^{T} \mathbf{z}\right)$, it can be readily shown that $\mathbf{b}^{T} \mathbf{C}^{T} \mathbf{C C b} /\left(\mathbf{b}^{T} \mathbf{C}^{T} \mathbf{C b}\right)>\lambda_{\max } / 2$ for random $\mathbf{b}$ and thus the optimized $\alpha^{(\ell-1)}$ in (30) always satisfies $0<\alpha^{(\ell-1)}<$ $1 / \lambda_{\max }$.

## V. Simulations

In this section, we evaluate the performance of our proposed BSE algorithm by simulations. We compare it with six typical BSS or BSE algorithms, i.e., SOBI [29], FastICA [67], JADE [31], WASOBI [68], BGSEP [69], and RGD
(relative gradient decent) [34]. For WASOBI and BGSEP, we used the MATLAB code obtained from [70]. For FastICA, we used the MATLAB code obtained from the website http: / / www.cis.hut.fi/projects/ica/fastica/ and used the deflation type to extract source signals sequentially rather than simultaneously. The source code of our proposed BSE algorithm can be obtained at http://www.ws.binghamton. edu/li/ BSE-Zhang-Li-Peng2017.zip. Note that the SOBI, JADE, WASOBI, BGSEP and RGD algorithms all use joint diagonalization techniques to recover all the source signals simultaneously.

As performance measure, we used the performance index

$$
\begin{align*}
\mathrm{PI}= & \frac{1}{R(R-1)} \sum_{i=1}^{R}\left\{\left(\sum_{k=1}^{R} \frac{\left|\hat{g}_{i k}\right|}{\max _{j}\left|\hat{g}_{i j}\right|}-1\right)\right. \\
& \left.+\left(\sum_{k=1}^{R} \frac{\left|\hat{g}_{k i}\right|}{\max _{j}\left|\hat{g}_{j i}\right|}-1\right)\right\} \tag{36}
\end{align*}
$$

where $\hat{g}_{i j}$ is the $(i, j)$-element of the mixing-separating matrix $\hat{\mathbf{G}}=\hat{\mathbf{W}} \mathbf{U A}$. This index measures to what extent $\hat{\mathbf{G}}$ is close to a generalized permutation matrix [1]. The smaller the value of PI, the better the separation performance.

The mixing matrix $\mathbf{A}$ and the noise were randomly generated in each run of simulations. Our new algorithm was initialized with $\mathbf{B}^{(0)}=\mathbf{1}_{R} \mathbf{1}_{R}^{T}$ in stage $k=1$, where $\mathbf{1}_{R}$ is an $R$ dimensional vector whose elements are all one. In all other stages $k \geq 2$, our algorithm was initialized with $\mathbf{c}=\mathbf{1}_{R-k+1}$.

## A. Extraction of AR Signals

In this experiment, each source signal was modeled as an $L$ th order autoregressive (AR) process driven by the zero-mean Gaussian white noise with unit variance, i.e.,

$$
\begin{equation*}
s_{i}(t)=\sum_{l=1}^{L} h_{i}(l) s_{i}(t-l)+w_{i}(t), \quad 1 \leq i \leq R \tag{37}
\end{equation*}
$$

where $h_{i}(l)$ are AR coefficients. The values of $w_{i}(t)$ were generated independently from the standard normal distribution. For fair comparison with [68], we adopted its model parameters where $h_{i}(l), l=1, \ldots, L-1$, were fixed to 0 , while $h_{i}(L)$ was randomly generated in the interval $(-1,1)$. As pointed out in [68], $h_{i}(L)$ can be used to measure whether source signals are easy to separate or not. When $h_{i}(L)$ is close to zero, it is difficult to separate the mixed source signals because they have similar correlations or power spectra. On the other hand, when $\left|h_{i}(L)\right|$ is close to one, sources become relatively easy to separate thanks to their distinct correlations or power spectra.

We conducted simulations with parameters $J=5, R=3$, $N=10$, and $L=5$. We used time lags $\tau_{i}=i, i=1, \ldots, 10$, to generate covariance matrices $\mathbf{R}_{i}$. We also added white noise so as to create mixtures $\mathbf{x}(t)$ with various signal-to-noise ratios (SNRs), where SNR was defined as SNR $=10 \log _{10} \frac{E\left\{\|\mathbf{A s}(t)\|^{2}\right\}}{E\left\{\|\mathbf{n}(t)\|^{2}\right\}}$. We used 100 independent runs to calculate the average PI. Simulation results are shown in Fig. 2.

It can be seen that WASOBI had the best performance when SNR was extremely high. However, both our proposed algorithm


Fig. 2. Performance index (PI) as function of SNR in the experiment of extracting AR signals. Our proposed algorithm (NEW) outperformed the other two comparing algorithms when SNR was not extremely high.


Fig. 3. Three speech source signals.
and SOBI had better performance than WASOBI when SNR was not extremely high. This showed that WASOBI was sensitive to noise. In addition, our proposed algorithm was slightly better than SOBI.

We also measured the runtime of these algorithms on a $2.40-\mathrm{GHz}$ PC with 4 GB RAM. The average runtimes were $0.020725,0.011602$ and 0.023464 seconds for our proposed algorithm, SOBI, and WASOBI, respectively. Note that SOBI and WASOBI estimated all the source signals simultaneously while our proposed algorithm extracted source signals one by one. Hence, when the aim is just to extract a subset of the source signals, the runtime of our proposed algorithm will be much more competitive.

## B. Extraction of Speech Signals

In this experiment, we considered $R=3$ speech source signals. Each of them was 1 second long (see Fig. 3), and was obtained from [71] with truncation. Speech signals are known to be non-Gaussian, non-white, and non-stationary. For the algorithms compared in this experiment, JADE and FastICA exploit


Fig. 4. Performance index (PI) as function of SNR in the experiment of speech signal extraction. Our proposed algorithm (NEW) had better performance and was more robust in low SNRs.
the non-Gaussianity of the source signals while our proposed algorithm and SOBI utilize the non-whiteness of the source signals. The BGSEP [69], [72] exploits the non-stationarity of the source signals instead.

The number of observation signals was $J=5$. The number of covariance matrices was $N=10$. For BGSEP, the number of blocks of signals was set to 10 . For fair comparison, our proposed algorithm and SOBI were simulated with the same set of covariance matrices. We used 100 independent runs to calculate the average PI. Simulation results are shown in Fig. 4.

As it can be seen, the performance of FastICA and JADE was much worse than the other algorithms. When the SNR was not extremely high, the performance of BGSEP was worse than our algorithm and SOBI. In addition, our proposed algorithm was slightly better than SOBI, especially at low SNR, e.g., $\mathrm{SNR} \in[-5,10] \mathrm{dB}$. This means that our proposed algorithm is more robust to heavy noise than the other algorithms.

To explain why the BGSEP is not as robust to noise as our proposed algorithm, let us denote by $\mathbf{x}_{k}(t), \mathbf{s}_{k}(t)$ and $\mathbf{n}_{k}(t)$ the $k$ th block of the observation signal, source signal and noise, respectively. Define the covariance matrix of $\mathbf{x}_{k}(t)$ with zero time-lag as

$$
\begin{equation*}
\overline{\mathbf{C}}_{x, k}=\mathbf{A} \mathbf{D}_{k} \mathbf{A}^{T}+\mathbf{R}_{n n, k} \tag{38}
\end{equation*}
$$

where $\mathbf{D}_{k} \triangleq E\left\{\mathbf{s}_{k}(t) \mathbf{s}_{k}^{T}(t)\right\}$ and $\mathbf{R}_{n n, k} \triangleq E\left\{\mathbf{n}_{k}(t) \mathbf{n}_{k}^{T}(t)\right\}$. The BGSEP algorithm uses the zero time-lagged covariance matrices $\overline{\mathbf{C}}_{x, 1}, \ldots, \overline{\mathbf{C}}_{x, M}$ to recover the source signals. As we can see, such covariance matrices cannot avoid the influence of noise. In contrast, our proposed algorithm uses non-zero timelagged covariance matrices $\mathbf{C}_{x, i}$ which are not susceptible to white noise theoretically. This is one of the primary reasons why our proposed algorithm outperformed BGSEP when the SNR was not extremely high.

## C. Robustness to Ill-Conditioned Mixing Matrices

For the mixing matrix $\mathbf{A}$, its condition number can be defined as $\kappa(\mathbf{A})=\frac{\sigma_{1}}{\sigma_{R}}$, where $\sigma_{1}$ and $\sigma_{R}$ are the largest and the smallest


Fig. 5. Performance index (PI) as function of condition number of the mixing matrix A. Our proposed algorithm (NEW) was more robust and outperformed the other algorithms.

TABLE I
Largest Eigenvalues $\lambda_{\text {max }}$ of $\mathbf{C}_{k}$ Under Various SNRs

| SNR (dB) | 0 | 5 | 10 | 15 | 20 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{\max }$ | 6.44 | 6.42 | 6.19 | 6.16 | 6.13 | 6.10 | 6.09 |

singular values of $\mathbf{A}$, respectively [73]. Large $\kappa(\mathbf{A})$ means that A is near singular and thus ill-conditioned.

In order to evaluate the robustness of our algorithm to illconditioned mixing matrices, in this experiment, we generated $\mathbf{A}$ with $\kappa(\mathbf{A})$ varying from 100 to 200 . With such large $\kappa(\mathbf{A})$ values, the source extraction problem was highly illconditioned.

The source signals used in this experiment were the same speech signals as those in Section V-B. The simulation results shown in Fig. 5 demonstrated that our proposed algorithm was more robust and outperformed the other algorithms. In this illconditioned situation, it was hard for FastICA and JADE to separate source signals. In contrast, our proposed algorithm, SOBI, and RGD still had good performance with PI ranging from -20 dB to -35 dB . All of them were robust to the illconditioned mixing matrices, and our proposed algorithm had the best performance.

## D. Evaluation of Convergence

In this experiment, we set the number of observation signals to $J=6$ and the number of covariance matrices to $N=10$. We used again the three speech source signals studied in Section V-B. Table I lists the largest eigenvalues $\lambda_{\max }$ of the matrices $\mathbf{C}_{k}$ under various SNRs.

According to the convergence results given in Theorem 3, we require $0<\alpha<\frac{1}{\lambda_{\max }}$ in order to guarantee the convergence of the proposed algorithm. First, we adopted the constant step size $\alpha=0.05$, which satisfied the convergence condition. The threshold of matrix shrinkage $S_{v}(\cdot)$ was chosen as $v=0.0005$.


Fig. 6. Performance index (PI) as function of number of iterations under various SNRs. $\alpha=0.05, v=0.0005$.


Fig. 7. Performance index (PI) as function of number of iterations under various SNRs. $\alpha=0.1, v=\max \left(v_{0}\left(\gamma_{v}\right)^{\ell-1}, 0.00001\right)$.

Simulation results shown in Fig. 6 demonstrated that the proposed algorithm had the guaranteed convergence.

Next, to evaluate the connection between the parameters $\alpha$, $v$ and the convergence rate, we set the step size to $\alpha=0.1$ and $v=\max \left(v_{0}\left(\gamma_{v}\right)^{\ell-1}, 0.00001\right)$, where $v_{0}=0.05$ and $\gamma_{v}=$ 0.995 . Note that this large $\alpha$ still satisfied the convergent condition $0<\alpha<1 / \lambda_{\max }$. The parameter $v$ gradually decreased from a big value 0.05 to a very small constant 0.00001 . Simulation results in Fig. 7 indicated that larger step size $\alpha$ and varying threshold $v$ could substantially increase the convergence speed and enhance the source extraction accuracy.

## E. Covariance Matrix Optimization

Many BSS or BSE algorithms use the covariance matrices calculated simply with time lags $\tau_{i} \in\{1, \ldots, N\}$. We denote by $T_{1}$ this set of covariance matrices. In this experiment, we evaluated the performance of our algorithm when using a set of covariance matrices obtained with a slightly optimized set of time lags. The

TABLE II
Performance Index When Using Covariance Matrices Without Optimization $\left(T_{1}\right)$ OR With Optimization $\left(T_{2}\right)$

| SNR $(\mathrm{dB})$ | -5 | 0 | 5 | 10 | 15 | 20 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}: \operatorname{PI}(\mathrm{dB})$ | -21 | -29 | -29 | -39 | -47 | -47 | -50 | -48 |
| $T_{2}: \operatorname{PI}(\mathrm{dB})$ | -25 | -31 | -36 | -40 | -49 | -48 | -50 | -50 |

criterion for time lag optimization was to minimize the sum of $R$ least singular values of $\mathbf{C}$. We denote by $T_{2}$ this set of covariance matrices. Note that $T_{2}$ may vary in different runs of simulations due to the variety of noise. An example of the optimized time lags was $\tau_{i} \in\{1,2,3,9,10,11,12,13,18,20\}$. The parameters $J, R, N$ and the source signals used in this experiment were the same as those in the previous subsection. From the simulation results listed in Table II, it can be seen that such an optimization could enhance the performance by several decibels.

## VI. CONCLUSION

In this paper we developed a new sequential blind source extraction (BSE) approach based on the joint generalized eigenvectors of a series of covariance matrix pencils. We proved that the joint generalized eigenvectors are the same as source extraction vectors, and can be estimated from an optimization involving a quadratic cost function and a unit-rank matrix constraint. We used gradient search and matrix shrinkage to solve this optimization, and implemented it as an efficient algorithm based on the symmetry-preserving vectorization and deflation techniques. The merits of the proposed algorithm include superior performance, robustness to noise, and robustness to illconditioned mixing matrices. Simulations were conducted to demonstrate that this algorithm compared favorably to some typical BSS and BSE algorithms.

## APPENDIX A

## Proof of Theorem 1

From (9) and (10), because $\mathbf{w}_{k}^{T}$ satisfies (10) for all $(i, j) \in \mathcal{I}$, each source extraction vector $\mathbf{w}_{k}^{T}$ is also a joint generalized eigenvector. Since the dimension of the generalized eigenvector space for each matrix pencil is $R$ only, there is no other join generalized eigenvector that is independent from $\mathbf{w}_{k}^{T}$. Therefore, we just need to show that linear combinations of $\mathbf{w}_{k}^{T}$ cannot be joint generalized eigenvectors.

Sufficiency: To show the sufficiency of Theorem 1, we will prove that if (11) is satisfied, then none of the linear combinations of $\mathbf{w}_{k}^{T}$ with at least two nonzero combining coefficients can be a joint generalized eigenvector. We do it by contradiction.

Assume the linear combination $\mathbf{v}^{T}=\sum_{k=1}^{R} \alpha_{k} \mathbf{w}_{k}^{T}$ be a joint generalized eigenvector instead. Without any loss of generality, we assume $\alpha_{1} \neq 0$ and $\alpha_{\ell} \neq 0$ for some $2 \leq \ell \leq R$. According to (11), for any index $m, 2 \leq m \leq R$, there exists an index pair $(i, j)$ such that

$$
\begin{equation*}
d_{i m} d_{j 1}-d_{i 1} d_{j m} \neq 0 \tag{39}
\end{equation*}
$$

For this index pair $(i, j)$, taking into account (9), we have

$$
\begin{equation*}
\mathbf{R}_{i} \mathbf{v}^{T}=\mathbf{R}_{i} \sum_{k=1}^{R} \alpha_{k} \mathbf{w}_{k}^{T}=\sum_{k=1}^{R} \alpha_{k} d_{i k} \gamma_{k} \mathbf{U} \mathbf{a}_{k} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{j} \mathbf{v}^{T}=\mathbf{R}_{j} \sum_{k=1}^{R} \alpha_{k} \mathbf{w}_{k}^{T}=\sum_{k=1}^{R} \alpha_{k} d_{j k} \gamma_{k} \mathbf{U} \mathbf{a}_{k} \tag{41}
\end{equation*}
$$

Let $\lambda$ be the generalized eigenvalue of the matrix pencil $\left(\mathbf{R}_{i}, \mathbf{R}_{j}\right)$ corresponding to the generalized eigenvector $\mathbf{v}^{T}$. We have

$$
\begin{equation*}
\mathbf{R}_{i} \sum_{k=1}^{R} \alpha_{k} \mathbf{w}_{k}^{T}=\lambda \mathbf{R}_{j} \sum_{k=1}^{R} \alpha_{k} \mathbf{w}_{k}^{T} \tag{42}
\end{equation*}
$$

Combining (40)-(42), we have

$$
\begin{equation*}
\sum_{k=1}^{R} \alpha_{k}\left(d_{i k}-\lambda d_{j k}\right) \gamma_{k} \mathbf{U} \mathbf{a}_{k}=\mathbf{0} \tag{43}
\end{equation*}
$$

where $\mathbf{0}$ denotes zero vector. Because $\mathbf{U A}$ is a square full column rank matrix, its column vectors $\mathbf{U a}_{k}, k=1, \ldots, R$, are linearly independent. Hence, we have

$$
\begin{equation*}
\alpha_{k}\left(d_{i k}-\lambda d_{j k}\right) \gamma_{k}=0, \quad 1 \leq k \leq R \tag{44}
\end{equation*}
$$

Taking into account $\gamma_{k} \neq 0$, we have

$$
\begin{equation*}
\alpha_{k}\left(d_{i k}-\lambda d_{j k}\right)=0, \quad 1 \leq k \leq R . \tag{45}
\end{equation*}
$$

Since $\alpha_{1} \neq 0$, this leads to $d_{i 1}-\lambda d_{j 1}=0$ which is

$$
\begin{equation*}
d_{i 1}=\lambda d_{j 1} \tag{46}
\end{equation*}
$$

With (46), we can change (39) into $\left(d_{i m}-\lambda d_{j m}\right) d_{j 1} \neq 0$. Therefore, we have $d_{i m}-\lambda d_{j m} \neq 0$ for all $2 \leq m \leq R$. Then from (45), we must have $\alpha_{k}=0$ for all $2 \leq k \leq R$, which is a contradiction to the assumption $\alpha_{\ell} \neq 0$. This proves the sufficiency.

Necessity: The necessity can be established by proving that if there exists an index pair $m$ and $n, 1 \leq m \neq n \leq R$, that satisfy $d_{i m} d_{j n}-d_{i n} d_{j m}=0$ for all $(i, j) \in \mathcal{I}$, then we can find a linear combination (with at least two nonzero coefficients) of the vectors $\mathbf{w}_{k}^{T}$ that is a joint generalized eigenvector.

Since the source extraction vectors $\mathbf{w}_{m}^{T}$ and $\mathbf{w}_{n}^{T}$ are joint generalized eigenvectors, according to (9), for all $(i, j) \in \mathcal{I}$ we have

$$
\begin{align*}
\mathbf{R}_{i} \mathbf{w}_{m}^{T}=d_{i m} \gamma_{m} \mathbf{U} \mathbf{a}_{m}, & \mathbf{R}_{j} \mathbf{w}_{m}^{T}=d_{j m} \gamma_{m} \mathbf{U} \mathbf{a}_{m}  \tag{47}\\
\mathbf{R}_{i} \mathbf{w}_{n}^{T}=d_{i n} \gamma_{n} \mathbf{U} \mathbf{a}_{n}, & \mathbf{R}_{j} \mathbf{w}_{n}^{T}=d_{j n} \gamma_{n} \mathbf{U} \mathbf{a}_{n} \tag{48}
\end{align*}
$$

Therefore, for the linear combination $\mathbf{v}^{T}=\alpha \mathbf{w}_{m}^{T}+\beta \mathbf{w}_{n}^{T}$, where $\alpha \neq 0, \beta \neq 0$, we have

$$
\begin{align*}
& \mathbf{R}_{i} \mathbf{v}^{T}=\alpha d_{i m} \gamma_{m} \mathbf{U} \mathbf{a}_{m}+\beta d_{i n} \gamma_{n} \mathbf{U} \mathbf{a}_{n}  \tag{49}\\
& \mathbf{R}_{j} \mathbf{v}^{T}=\alpha d_{j m} \gamma_{m} \mathbf{U} \mathbf{a}_{m}+\beta d_{j n} \gamma_{n} \mathbf{U} \mathbf{a}_{n} \tag{50}
\end{align*}
$$

Next, we exploit the condition $d_{i m} d_{j n}=d_{i n} d_{j m}$ for analysis. Case 1: $d_{i n}=d_{j n}=0$. In this case we have

$$
\begin{equation*}
\mathbf{R}_{i} \mathbf{v}^{T}=\alpha d_{i m} \gamma_{m} \mathbf{U} \mathbf{a}_{m}, \quad \mathbf{R}_{j} \mathbf{v}^{T}=\alpha d_{j m} \gamma_{m} \mathbf{U} \mathbf{a}_{m} \tag{51}
\end{equation*}
$$

Because (51) is valid for all $(i, j) \in \mathcal{I}$, the linear combination $\mathbf{v}^{T}$ is a joint generalized eigenvector.

Case 2: $d_{i n} \neq 0$ and $d_{j n} \neq 0$. In this case we can change (49) and (50) into

$$
\begin{align*}
\mathbf{R}_{i} \mathbf{v}^{T} & =d_{i n}\left(\alpha \frac{d_{i m}}{d_{i n}} \gamma_{m} \mathbf{U} \mathbf{a}_{m}+\beta \gamma_{n} \mathbf{U} \mathbf{a}_{n}\right) \\
& =d_{i n}\left(\alpha \frac{d_{j m}}{d_{j n}} \gamma_{m} \mathbf{U} \mathbf{a}_{m}+\beta \gamma_{n} \mathbf{U} \mathbf{a}_{n}\right)  \tag{52}\\
\mathbf{R}_{j} \mathbf{v}^{T} & =d_{j n}\left(\alpha \frac{d_{j m}}{d_{j n}} \gamma_{m} \mathbf{U} \mathbf{a}_{m}+\beta \gamma_{n} \mathbf{U} \mathbf{a}_{n}\right) \tag{53}
\end{align*}
$$

This also implies that the linear combination $\mathbf{v}$ is a joint generalized eigenvector.

Case 3: Only one of $d_{i n}$ and $d_{j n}$ is zero. Without any loss of generality, consider $d_{i n}=0$ and $d_{j n} \neq 0$. Then we have $d_{i m}=$ 0 . From (49) and (50) we know that $\mathbf{v}^{T}$ is a joint generalized eigenvector with $\lambda_{i, j}=0$.

Combining the above three cases, the necessity is proved.

## Appendix B

## PRoof of Lemma 1

First, if $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are proportional, i.e., $\mathbf{u}_{i}=\gamma \mathbf{u}_{j}$ for some scalar $\gamma \neq 0$, then $u_{i s} u_{j t}-u_{i t} u_{j s}=\gamma u_{j s} u_{j t}-\gamma u_{j t} u_{j s}=0$. Next, if $u_{i s} u_{j t}-u_{i t} u_{j s}=0$ for all $1 \leq s<t \leq R$, we need to prove that there exists a nonzero scalar $\gamma$ such that $\mathbf{u}_{i}=\gamma \mathbf{u}_{j}$. Let $u_{i k} \neq 0$ for some $k$. Then we have $u_{j t}=\frac{u_{j k}}{u_{i k}} u_{i t}$ for all $t>k$ and $u_{j s}=\frac{u_{j k}}{u_{i k}} u_{i s}$ for all $s<k$. Let $\gamma=\frac{u_{j k}}{u_{i k}}$. This gives $\mathbf{u}_{i}=\gamma \mathbf{u}_{j}$.

What remains is to show $\gamma \neq 0$, which means we must have $u_{j k} \neq 0$. This can be readily shown by contradiction. Specifically, assume $u_{j k}=0$ instead. From $u_{i k} u_{j t}=u_{i t} u_{j k}$ we see that $u_{j t}=0$ for all $t>k$. In addition, from $u_{i s} u_{j k}=u_{i k} u_{j s}$ we find $u_{j s}=0$ for all $s<k$. This means that $\mathbf{u}_{j}=\mathbf{0}$, a contradiction.

## Appendix C <br> Proof of Theorem 2

First, if $\mathbf{B}=\mathbf{w}_{k}^{T} \mathbf{w}_{k}$ where $\mathbf{w}_{k}^{T}$ is a joint generalized eigenvector (and is also a source extraction vector according to Theorem 1), then $\operatorname{rank}(\mathbf{B})=1$ and $f(\mathbf{B})=0$. This also means that the minimum value of $f(\mathbf{B})$ is zero and is achievable.

Second, assume that by optimizing (19) we have found a symmetric matrix $\mathbf{B}$ that satisfies both $\operatorname{rank}(\mathbf{B})=1$ and $f(\mathbf{B})=$ 0 . It is easy to see that $\mathbf{B}$ satisfies (18). In addition, we can find a vector $\mathbf{w}^{T}$ such that $\mathbf{B}=\mathbf{w}^{T} \mathbf{w}$. We can see that $\mathbf{w}^{T}$ satisfies (17) and also (16). It can be readily verified that (16) is equivalent to (14) for real signals. Therefore, based on Lemma 1, $\mathbf{w}^{T}$ satisfies (10) and is a joint generalized eigenvector. Theorem 1 guarantees that $\mathbf{w}^{T}$ is also a source extraction vector.

## APPENDIX D <br> Proof of Lemma 3

Obviously, normalization does not change the measure $\mu_{b}$. Therefore, we just need to analyze matrix shrinkage. To make
$\mu_{b}>\mu_{h}$, we require

$$
\begin{equation*}
\frac{\left(\sigma_{h, 1}-v\right)^{+}}{\sum_{i=2}^{R}\left(\sigma_{h, i}-v\right)^{+}}>\frac{\sigma_{h, 1}}{\sum_{i=2}^{R} \sigma_{h, i}} . \tag{54}
\end{equation*}
$$

Consider the case that the threshold $v$ satisfies

$$
\begin{equation*}
\sigma_{h, n} \geq v \geq \sigma_{h, n+1} \tag{55}
\end{equation*}
$$

for some integer $n=1, \ldots, R$. Note that $n=R$ means that $v$ is no larger than any singular value. Note also that $v$ should be smaller than $\sigma_{h, 1}$ because otherwise the result of matrix shrinkage is zero according to (22)(23). With (55), we can change (54) to

$$
\begin{equation*}
\frac{\sigma_{h, 1}-v}{\sum_{i=2}^{n}\left(\sigma_{h, i}-v\right)}>\frac{\sigma_{h, 1}}{\sum_{i=2}^{R} \sigma_{h, i}} \tag{56}
\end{equation*}
$$

Re-arranging the items in (56) we come at

$$
\begin{equation*}
\left(\frac{1}{\sigma_{h, 1}} \sum_{i=2}^{R} \sigma_{h, i}-n+1\right) v<\sum_{i=n+1}^{R} \sigma_{h, i} \tag{57}
\end{equation*}
$$

If $\left(\frac{1}{\sigma_{h, 1}} \sum_{i=2}^{R} \sigma_{h, i}\right)-n+1 \leq 0$, then (57) holds for any $v$. If $\left(\frac{1}{\sigma_{h, 1}} \sum_{i=2}^{R} \sigma_{h, i}\right)-n+1>0$, then we have

$$
\begin{equation*}
v<\frac{\sum_{i=n+1}^{R} \sigma_{h, i}}{\sigma_{h, 1}^{-1} \sum_{i=2}^{R} \sigma_{h, i}-n+1} \tag{58}
\end{equation*}
$$

Combining these two cases leads to (35).

## APPENDIX E <br> Proof of Theorem 3

Without any loss of generality, assume a constant step size $\alpha$ for simplification. From (29), in stage $k$, we have

$$
\begin{equation*}
\mathbf{b}^{(\ell)}=\left(1-2 \alpha \mathbf{C}_{k}\right) \overline{\mathbf{b}}^{(\ell-1)} \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{b}}^{(\ell-1)}=\operatorname{hvec}\left(\overline{\mathbf{B}}^{(\ell-1)}\right)=\operatorname{hvec}\left(\frac{S_{v}\left(\operatorname{unhvec}\left(\mathbf{b}^{(\ell-1)}\right)\right)}{\left\|S_{v}\left(\operatorname{unhvec}\left(\mathbf{b}^{(\ell-1)}\right)\right)\right\|_{F}}\right) \tag{60}
\end{equation*}
$$

Note that if the matrix shrinkage and normalization operation is not applied, $\overline{\mathbf{b}}^{(\ell-1)}$ should be replaced with $\mathbf{b}^{(\ell-1)}$, which gives

$$
\begin{equation*}
\mathbf{b}^{(\ell)}=\left(1-2 \alpha \mathbf{C}_{k}\right) \mathbf{b}^{(\ell-1)} \tag{61}
\end{equation*}
$$

With the EVD $\mathbf{C}_{k}=\mathbf{U}_{c} \operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{R(R+1) / 2}\right\} \mathbf{U}_{c}^{T}$, we can rewrite it as
$\mathbf{U}_{c}^{T} \mathbf{b}^{(\ell)}=\operatorname{diag}\left\{1-2 \alpha \lambda_{1}, \ldots, 1-2 \alpha \lambda_{R(R+1) / 2}\right\} \mathbf{U}_{c}^{T} \mathbf{b}^{(\ell-1)}$.
It is easy to see that the iteration (61) or (62) converges when $\left|1-2 \alpha \lambda_{i}\right|<1$, which leads to $0<\alpha<1 / \lambda_{\max }$ [58]. However, (61) may possibly converge to the trivial zero solution instead of $\mathbf{B}^{*}$, which is why the matrix shrinkage and normalization operation is needed.

In the following, we will first show that the updating will lead $\mathbf{B}^{(\ell-1)}$ to the neighborhood of an optimal solution $\mathbf{B}^{*}$. Then, we will show that the algorithm can converge to $\mathbf{B}^{*}$.

First, since $\mathbf{b}^{*}=\operatorname{hvec}\left(\mathbf{B}^{*}\right)$ and $\mathbf{C}_{k} \mathbf{b}^{*}=\mathbf{0}$, from (59) we can get

$$
\begin{align*}
\mathbf{b}^{(\ell-1)}-\mathbf{b}^{*}= & \left(1-2 \alpha \mathbf{C}_{k}\right) \overline{\mathbf{b}}^{(\ell-2)}-\mathbf{b}^{*} \\
= & \left(1-2 \alpha \mathbf{C}_{k}\right)\left(\overline{\mathbf{b}}^{(\ell-2)}-\mathbf{b}^{*}\right) \\
= & \left(1-2 \alpha \mathbf{C}_{k}\right)\left(\overline{\mathbf{b}}^{(\ell-2)}-\mathbf{b}^{(\ell-2)}\right) \\
& +\left(1-2 \alpha \mathbf{C}_{k}\right)\left(\mathbf{b}^{(\ell-2)}-\mathbf{b}^{*}\right) \tag{63}
\end{align*}
$$

In (63), we can replace $\mathbf{b}^{(\ell-2)}-\mathbf{b}^{*}$ by a similar equation containing the item $\mathbf{b}^{(\ell-3)}-\mathbf{b}^{*}$, i.e., $\left(1-2 \alpha \mathbf{C}_{k}\right)\left(\overline{\mathbf{b}}^{(\ell-3)}-\right.$ $\left.\mathbf{b}^{(\ell-3)}\right)+\left(1-2 \alpha \mathbf{C}_{k}\right)\left(\mathbf{b}^{(\ell-3)}-\mathbf{b}^{*}\right)$. Doing this operation iteratively we can finally describe $\mathbf{b}^{(\ell-1)}-\mathbf{b}^{*}$ by $\mathbf{b}^{(0)}-\mathbf{b}^{*}$. As a result, with some straightforward deductions, we can get

$$
\begin{align*}
\mathbf{b}^{(\ell-1)}-\mathbf{b}^{*}= & \sum_{i=1}^{\ell-1}\left(1-2 \alpha \mathbf{C}_{k}\right)^{i}\left(\overline{\mathbf{b}}^{(\ell-1-i)}-\mathbf{b}^{(\ell-1-i)}\right) \\
& +\left(1-2 \alpha \mathbf{C}_{k}\right)^{\ell-1}\left(\mathbf{b}^{(0)}-\mathbf{b}^{*}\right) \tag{64}
\end{align*}
$$

According to the matrix shrinkage and normalization procedure, for the unit-norm matrices $\mathbf{B}^{(\ell-1)}$, we have $\| \overline{\mathbf{B}}^{(\ell-1)}-$ $\mathbf{B}^{(\ell-1)} \|<C v$ for some constant $C$. This means that

$$
\begin{align*}
\left\|\mathbf{b}^{(\ell-1)}-\mathbf{b}^{*}\right\|< & \sum_{i=1}^{\ell-1}\left\|1-2 \alpha \mathbf{C}_{k}\right\|^{i} C v \\
& +\left\|1-2 \alpha \mathbf{C}_{k}\right\|^{\ell-1}\left\|\mathbf{b}^{(0)}-\mathbf{b}^{*}\right\| \tag{65}
\end{align*}
$$

Therefore, if $0<\alpha<1 / \lambda_{\max }$ and $v$ is small, we can see that $\mathbf{b}^{(\ell-1)}$ is close to $\mathbf{b}^{*}$ for large enough $\ell$. Note that according to (35), $v$ can be very small. As a result, $\mathbf{B}^{(\ell-1)}$ falls within the neighborhood of $\mathbf{B}^{*}$. Since $\mathbf{B}^{*}$ has unit rank, the first (dominant) singular vector of $\mathbf{B}^{(\ell-1)}$ is close to that of $\mathbf{B}^{*}$.

Next, considering that

$$
\begin{equation*}
\mathbf{b}^{(\ell)}-\mathbf{b}^{*}=\left(1-2 \alpha \mathbf{C}_{k}\right)\left(\overline{\mathbf{b}}^{(\ell-1)}-\mathbf{b}^{*}\right) \tag{66}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|\mathbf{b}^{(\ell)}-\mathbf{b}^{*}\right\| \leq\left\|1-2 \alpha \mathbf{C}_{k}\right\|\left\|\overline{\mathbf{b}}^{(\ell-1)}-\mathbf{b}^{*}\right\| \tag{67}
\end{equation*}
$$

To analyze $\left\|\overline{\mathbf{b}}^{(\ell-1)}-\mathbf{b}^{*}\right\|$, we consider the equivalent matrix form. According to Lemma 3, if $v$ satisfies (35) and the dominant singular vector of $\mathbf{B}^{(\ell-1)}$ is close to that of $\mathbf{B}^{*}$, then

$$
\begin{equation*}
\left\|\frac{S_{v}\left(\mathbf{B}^{(\ell-1)}\right)}{\left\|S_{v}\left(\mathbf{B}^{(\ell-1)}\right)\right\|_{F}}-\mathbf{B}^{*}\right\| \leq\left\|\mathbf{B}^{(\ell-1)}-\mathbf{B}^{*}\right\| \tag{68}
\end{equation*}
$$

This is because the matrix shrinkage operation makes the matrix $\mathbf{B}^{(\ell-1)}$ closer to the rank 1 matrix $\mathbf{B}^{*}$. With (68), we can change (67) into

$$
\begin{equation*}
\left\|\mathbf{b}^{(\ell)}-\mathbf{b}^{*}\right\| \leq\left\|1-2 \alpha \mathbf{C}_{k}\right\|\left\|\mathbf{b}^{(\ell-1)}-\mathbf{b}^{*}\right\| \tag{69}
\end{equation*}
$$

Therefore, similar to the convergence argument of (61) and (62), if $0<\alpha<\frac{1}{\lambda_{\text {max }}}$, we have $\left\|\mathbf{b}^{(\ell)}-\mathbf{b}^{*}\right\| \rightarrow 0$. This means that $\mathbf{B}^{(\ell)}$ converges to the optimal solution $\mathbf{B}^{*}$. The theorem is thus proved.
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