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Abstract—The square-root law of imperfect
steganography ties the embedding change rate
and the cover length with statistical detectability. In
this article, we extend the law to consider the effects
of cover quantization. Assuming the individual cover
elements are quantized i.i.d. samples drawn from an
underlying continuous-valued ’precover’ distribution,
the steganographic Fisher information scales as A°,
where A is the quantization step and s is determined
jointly by the smoothness of the precover distribution
and the properties of the embedding function. This
extension is relevant for understanding the effects of
the pixel color depth and the JPEG quality factor on
the length of secure payload.

I. INTRODUCTION

Perfectly secure stegosystems are statistically unde-
tectable in the sense that they preserve the statistical
distribution of covers. Granting a complete knowledge
of the cover distribution to both the embedder and the
Warden, perfectly secure stegosystems exist and they are
capable of communicating a positive payload per cover
sample (channel use) — their steganographic capacity is
positive. Another way of stating this is that the secure
payload is linearly proportional to the cover length. This
result has been established under fairly general conditions
for the case when the actions of the embedder are power-
restricted (distortion—limited embedder) and the Warden
is active and her actions power-restricted as well [25], [26].

When using empirical objects for steganography, such as
digital images or audio, the cover model is never known
completely and perfect security becomes unachievable [2].
In fact, so far all stegosystems designed for digital media
have been shown detectable because the Warden seems
always able to find such a representation of the media
(feature space) in which the distribution of covers is not
preserved. The square-root law (SRL) of steganography
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is an asymptotic scaling result concerning the length of
secure payload for stegosystems that are imperfect. It
allows quantifying how long a message can be embedded in
a cover of a certain size for a given non-zero level of statis-
tical detectability. The critical quantity here is the product
of the square root of the cover size, IV, and the change rate
B with which the steganographer modifies cover samples.
If v/ N — 0 with N — oo, the law guarantees asymptotic
perfect security, while when VN — oo, the Warden
wins as asymptotically perfect detection becomes possible.
The SRL becomes readily apparent when expanding the
KL divergence between cover and stego distributions at
B = 0 using Taylor series — the leading quadratic term
is $NB21(0), where I(0) is the steganographic Fisher
information

The effects of the law have been suspectedEl and ob-
served by practitioners long before it was discovered [12],
formulated, formally established [7], and verified [I7] —
the same relative payload was observed to be more easily
detectable in larger covers than in small covers. This
made the relative payload unsuitable for quantifying the
secure payload and lead to an alternative — the so-called
root rate tightly connected to the steganographic Fisher
information [6], [15].

The law manifests when the Warden is computationally
unbounded and granted the full knowledge of the cover
source and the embedding method. For an ignorant War-
den who needs to learn the cover source, the law may not
manifest in the above form depending on the knowledge
available to the Warden [I6]H In this paper, we con-
strain ourselves to a fully-informed and computationally
unbounded Warden.

For digital media, the individual cover elements are
typically obtained by quantizing an analog precover sig-
nal with scalar quantizer with step AH such as photon
counts registered at pixel wells on a sensor or non-rounded
transform coeflicients when compressing an image to the
JPEG format. The quantization step A directly affects
the statistical properties of covers and thus the asymptotic
scaling laws through changes in 1 (O)E Investigation of this

1The first mentioning of Fisher information in steganography is
due to Ker [14].

2The fact that the secure payload length may be sublinear in cover
size appeared for the first time in [I].

3Recently, game theory was proposed as an alternative and ap-
pealing possibility to formally capture the sender’s and Warden’s
ignorance [3].

4The concept of precover is due to Ker [13].

5The importance of quantizers in the theoretical analysis of
steganographic security was studied in [2§].



effect is the main topic of this paper. The main result
is a theoretical understanding of the mechanism through
which the quantized precover distribution and the embed-
ding operation affect the steganographic Fisher informa-
tion. The original SRL is extended as constant statistical
detectability is now obtained when %N B2N\* = const.,
where s is the scaling exponent of the Fisher information
determined jointly by the precover distribution and the
embedding operation. Since the Fisher information is a
multiplicative factor in the error exponent, quantization
strongly affects statistical detectability.

Unlike the SRL, which is quite robust and observable
in practice even when the source is empirical and the
Warden uses feature-based classifiers instead or optimal
detectors, the scaling due to quantization is fragile as
it sensitively depends on the precover distribution. This
prevents applying the results for quantifying the scaling
in empirical cover sources with empirical measures of
security (e.g., relating the classifier error to color bit
depth or JPEG quality factor) although some qualitative
conclusions appear to be in agreement with experiments
and prior art.

The paper starts in the next section with a formalization
of basic concepts, such as the precover and cover source,
embedding operation, steganographic Fisher information,
and two types of continuous distributions used to model
elements of digital media files. In Section [Tl we establish
the main result, which is the scaling of the Fisher infor-
mation w.r.t. the quantization step for smooth precover
distributions as well as distributions with a singularity.
For better readability, the proofs of all theorems are in
appendices. The theory is applied to four common embed-
ding operations and two precover models in Section [Vl
Extension of this work to the case when the embedding is
realized in the pixel domain but the model is built from
pixel residuals is outlined in Section [Vl The theoretical
results are interpreted in Section [VI, where they are
also related to practical steganographic schemes in digital
media. In particular, the derived scaling appears to be in
qualitative agreement with experiments reported in prior
art. Section [VIIl contains an experiment with a database
of grayscale images sampled at varying bit depths that
demonstrates the strong effect of cover quantization on
security. It also discusses the limitations of observing the
theoretical scaling in practice when using sampled data.
Finally, Section [VIII summarizes the contribution.

A condensed version of this paper appeared at the 2012
IEEE Workshop on Information Forensic and Security.

II. PRELIMINARIES

Throughout the paper, a;; denotes a (potentially infi-
nite) two-dimensional array with elements a;j, 4,5 € Z.
Calligraphic font is reserved for sets, while capital letters
with their corresponding lower-case letters are used for
random variables and their realizations. The symbol [x]
stands for rounding up and I'(z) for the gamma function.
For real functions g¢,h, we define g(z) = ©O(h(x)) at
x = a if Gih(z) < g(z) < Goh(z) for G1,G2 > 0 on

some neighborhood of a € {R, —00,00}. We write g ~ h
whenever limy_,, g()/h(z) exists and is positive. We also
use the standard Landau big-O and little-o notation. The
Ith derivative of a real function F will be denoted F(®).

Given a countable set of scalar bin centroids, M = (m;),
m; < mjy1, a scalar quantizer is a mapping Qa : R —
M, defined as Quq(r) = argming, ;e |z — m;|. In this
paper, we will assume that Qaq is uniform, m; = jA,
j € Z, where /A > 0 is the bin width. A uniform quantizer
with bin width A will be denoted QA .

A. Precover and cover source

An N-element precover source will be represented us-
ing a random variable Z £ (Zy,...,Zy) where Zj are
mutually independent and identically distributed (i.i.d.)
continuous-valued random variables Z, ~ f(z), where
f(x) is a probability density function. For convenience,
we will assume that f is even and that its domain can be
continuously extended to R.

A cover source X corresponding to a precover source Z
is obtained by applying QA to each element of Z, X =

(Xla o aXN) = (QA(Zl)a <. 7QA(ZN)) with Xk ~p,a
probability mass function on M:
m]‘JrA/Q
pi(f, 8) = Pr(Xy = m;) = flx)dz. (1)
m]'—A/Q

B. Embedding operation

Since the specific details of the embedding (and ex-
traction) algorithms are not important for our study, we
only model the probabilistic impact of embedding. In
particular, we narrow our study to the so-called mutu-
ally independent embeddinéﬁ that modifies every cover
element X independently to a corresponding element of
the stego object Y, with probability
ifi=j
Beij otherwise,

(2)
for some constants ¢;; > 0 for ¢ # j. Since Zj bi; =1,
we must have ¢; = — ), ; Cij for each i. The scalar
parameter § > 0 will typically be the change rate. Also,
(@) implies that ¢;; < C for some C' > 0 and all 4, j.

Note that the domain and range of the embedding
operation depend on A. Since we will let A — 0, the
number of bins (indices ¢ and j) will be unbounded. In this
paper, we restrict ourselves to embedding with changes
from a limited range: ¢;; = 0 whenever |i — j| > L for
some fixed positive integer L. This restriction is quite
reasonable since most practical steganographic schemes
modify cover elements to a few neighboring values, such
as by +1. Having said this, it is possible (and perhaps also
meaningful) to study embedding operations whose range
L increases with A — 0.

Pr(Yy = my| Xy = m;) £ b;;(8) = {1 + i

6The concept of mutually independent embedding was introduced
and studied for the first time in [7].



C. Stego distribution and Fisher information

Given the embedding operation above, the stego object
is an i.i.d. sequence of random variables Y 2 (Y3,...,Yy)
with Y ~ q(f, A, ). For better readability, we will drop
the arguments A and f from p and g.

Assumption (2)) leads to the following relationship be-

tween p; and ¢;(f5):
Z szpl pj + B Z CijDi-

4qj (B) =

In this article, we study four specific embedding opera-
tions chosen as representative examples of today’s popular
stego algorithms. They all hide message bits by changing
the Least Significant Bit (LSB) of cover elements. In LSB
replacement (LSBR), the cover LSBs are replaced with
message bits, while in LSB matching (LSBM), the cover
LSB is matched with the message bit by randomly adding
or subtracting 1 from the cover value. In F5 [27], the
absolute value of the cover element is decreased if the
LSB needs to be changed; F5 does not embed in cover
elements that are equal to zero. Finally, symmetrized Jsteg
(symJsteg) is a symmetrized version [I8] of Jsteg [23] in
which cover values are exchanged within the following
pairs of values: ..., {—4,-3}, {-2,—-1}, {1,2}, {3,4,...}.
Again, zeros are not used for embedding.

Assuming that the above embedding operations are
executed at change rate § at randomly selected cover
elements, the expected values of the stego distributions
are for LSBM, LSBR, F5, and symJsteg, respectively:

Pr(Yy —mJ

1
¢;(B) = (L= B)pj + 5B@j41 +pj—1) forall j, — (4)
4;(B) = (1 = B)pj + BPj4(—1)s for all j, (5)
( pJ + /Bp]-'rblgn(]) for J # 0, (6)
po+ B(p1 +p-1) for j =0,
(1 = B)pj + BPjtsign)) for j odd,
q; (ﬂ) = (1 - ﬂ) i + ﬂpg sign(j) for .7 even, (7)

Dj for j = 0.

In accordance with the information-theoretic definition
of steganographic security by Cachin [4], we measure
security using the Kullback-Leibler (KL) divergence be-
tween the cover and stego distributions, Dx1,(p||¢(8)). By
expanding it using Taylor series at 8 = 0, the following
standard result (see, e.g., [§]) is obtained:

= Yniloe it = 3P0+ 0, ()

where, using (IB])7

Ia(()) 4L Z% (dqgl;ﬂ) ‘ﬁ_()) — Z% (Z Cijpi) ,

9)
is the steganographic Fisher information (FI), which en-
capsulates the effect of embedding. Larger values of Ia (0)
lead to larger Dgi, and thus lower the steganographic
security. The KL divergence is the scaling exponent that

Dxk1(pllq) =

controls the probability of missed detection, Pyp, for a
fixed false alarm rateE Pra, in Neyman—Pearson hypoth-
esis testing, Pup ~ e NPxu®ll9) for large N (Chernoff-
Stein Lemma, Sec. 12.8 in [5]). Therefore, even a small
change in the FI has a pronounced effect on the detection
error. For example, twice as large FI changes Pyp to Pgp.

Note that, formally, IA(0) depends on f and A
through (). It is precisely this relationship that is of
interest in this paper.

D. Common distributions

Two continuous densities commonly used for modeling
the distribution of digital media elements, such as pixel
differences or transform coefficients, are the generalized
Gaussian distribution (GGD) and the generalized Cauchy
distribution (GCD). Both depend on three parameters: the
mean p, the shape parameter « > 0 (7 > 1), and the
parameter controlling the width of the distribution, b > 0:

foeta) = Tt (1+ 51 (1)

Besides the case when o > 2, a € Z, the GGD has a
singularity at x = p as its derivatives become unbounded
there, starting with the [«]th derivative. In contrast, all
one-sided derivatives of the GCD are bounded but do not
exist at z = p.

faa(z) (10)

III. SCALING DUE TO QUANTIZATION

In this section, we analyze the effects of cover quanti-
zation on the Fisher information. First, a general result is
derived for smooth precover densities and then extended
to densities with singularities to cover the GGD as well as
the GCD.

For A > 0 and z € R, we define

z+A/2

/ F(t)dt

z—AN/2
Thus, p; = Fa(iA) and (@) becomes:

-CijF TYAN 2
1a0) = SRR

(12)

(13)

The sum in the numerator is a discrete filter with (a
generally non stationary) kernel ¢ ; applied to Fa sampled
at jA. It is shown in this section that the scaling exponent
s in In(0) o< A® depends on the leading order, k, of

ZC”FA(ZA) X Ak,

i

(14)

which is jointly determined by f and the embedding
operation.

To obtain the scaling of the FI (I3) w.r.t. A, we will
typically divide the set of all real numbers into a union

"False alarm corresponds to identifying a cover image as stego.



of finitely many disjoint intervals, [m1,ms], m1, me € RU
{00, —00}, and establish the scaling separately for each
partial sum defined as

(X ciiFalinn))?
Fa(iD) .

Smi,ma (D) £ (15)

>

my <jA<mo

A. f differentiable

From the first mean value theorem for integration:
Fa(jA) = Af(uy) (16)

for some u; € (JA—A/2,jA+A/2).Fori # j, |i—j| < L,
we expand Fa(iA) = FA(GA + (0 — j)A) at jA using
Taylor series with Lagrange remainder. Assuming Fa (z)
is k > 0 times continuously differentiable

k—1 F(l)(]A)
Fa(in) =" ATA

=0

F® (e,
N
k!
where &;; € (jA,iA) or (1A, jA), depending on whether
1> j or j > 4. Therefore,

‘i —j)

(17)

SIS

Z CijFA (ZA) = TAlel
4 =0
k
oy O el — )L () (18)
Jo—
_ Zl f(l)(¢Jl>Al+l
1! !
=0
AkJrl K o(k) /7
+ = 2= ) P (6y), (19)
where
b1 € JA = A/2,jA+ A/2), (20)

Gij € (&5 — D/2,65+ DJ2) C (L, ), (21)
Ti(L,A)2[(j—L—1/2)A,(+L+1/2)A],  (22)
and the weights

wir =Y ci(i = 5), (23)

K2

depend only on the embedding operation but not on the
density f. Equation (I9) follows from FX)(x) = f=D(z+
AN)2) = fED (@ —AJ2) = AfO(¢) for 1 <1< k+1 and
some ¢ € (x — AN/2,x+ A/2).

The scaling of the FI w.r.t. A depends on the scal-
ing of the sum () for each bin j, which from (I9)
depends on the first non-zero element in the sequence

wjo, Wj1, Wj2, . . .. This justifies the following definition.

Definition 1. The leading order k* of the sum (I4) at
x = jA is defined as the largest k for which wj = 0 for

all I < k. If wj; =0 for all I > 0, we set k* = oo (as is the
case of symJsteg for j = 0). Note that (23) implies that in

TABLE 1
LEADING ORDER k* FOR FOUR EMBEDDING OPERATIONS. FOR F5,
THE NUMBERS IN BRACKETS ARE AT j = 0.

Embedding k* W *
LSBM 2 1
LSBR 1 1
F5 1 (0) 1(2)
symJsteg 1 1
L
CGomj =Citmj 2 2D mMPCitm;

general k* € {0,1,2,00}. Furthermore, if |w,g«| = wy~ for
all 7, such that jA € Z C R, we say that the embedding
operation is bin-invariant on Z.

To obtain more insight on how the leading order de-
pends on the embedding operation, we now run through
the four embedding operations described in Section [[I=Cl
For LSBR and symJsteg, wjo = >, ¢;; = 0 for all j. The
condition wjo = 0 for all j is equivalent with b;; being
doubly stochastic (the sum of rows and columns is equal
to 1). For LSBM, wjp # 0 only at the boundary of the
dynamic range of cover elements, which cannot happen in
our formulation with an unbounded dynamic range. Thus,
the only embedding operation with non-zero wjo is F5 for
j = 0 where Woo = 2 because C-1,0="C,0 = 1, and Coo = 0

(see (@)).

Example 1. Hypothetically, one could construct embed-
ding operations with wjo # 0 for all j, such as a scheme
that does not embed in bins 35 and always changes 35 — 1
and 3j + 1 into 3j.

Continuing our discussion of the weights and the leading
order, note that w;j; = 0 for embedding operations that are
“symmetrical” in the sense that they modify each value
of the cover by +(i — j) with equal probabilities, e.g., for
LSBM. For LSBR, symJsteg, and F5 (at j # 0), |wj1]| = 1.
Finally, in general wjz > 0 for all embedding operations
except when the embedding does not embed in bin j (¢;; =
0 whenever i # j). In particular, for all four embedding
operations wj; = 1 for all j with the exception of F5,
where wgo = 2, and symJsteg where wo;, = 0 for all £ > 0.

Table [ summarizes the leading order for all embedding
operations considered so far. The leading order for F5 is
1 for j # 0 and it is equal to 0 for j = 0. LSBR and
LSBM are bin-invariant on R while F5 and symJsteg are
bin-invariant on R — {0} as they both apply a different
embedding rule at j = 0.

We are now ready to state the first scaling theorem for
precover densities f(x) satisfying the following regularity
conditions for some sufficiently large M > 0:

R1. |f®)(z)| is monotone decreasing for 0 < k < k* and
x> M. ) s

R2. There exists o > 0 such that [} %dx is
convergent in Riemann sense for all ¢ € (0, dg].

Assumption R2 essentially guarantees that f(z) does
not fall to zero too quickly. An example of a density that
satisfies R2 for § = 0 but not for any 6 > 0 is the
double exponential, exp(— exp(z?)). Assumptions R1-R2



are easily established for both the GGD and GCD for all
k>0,keZ.

Theorem 1. Let the embedding operation be bin-
invariant with leading order k* everywhere. Assuming that
f(z) is k*+1 times continuously differentiable and satisfies
the regularity conditions R1-R2, the Fisher information

scales as
o0

. IA(O) - w,%*
A R T e

— 00

Rl
G

The theorem is proved in Appendix [Al by writing I (0)
as a sum of three partial sums, Ia (0) = S_co,—m+S—nm,m+
SM,00, and analyzing each sum separately. After substitut-
ing (I9) and (I8) into the numerator and denominator,
respectively, the infinite partial sums are shown to be
AR x o(M) due to the restrictions at oo imposed on f,
while S_M,M ~ A2k*.

(24)

Remark 1. By analyzing the technical approach in the
proof, it can be seen that Theorem [ can be easily
extended to non-even precover densities by imposing the
regularity condition at both +c0. It can also be generalized
to embedding operations that are not bin-invariant on
the entire range. Quite often, special embedding rules
are adopted at 7 = 0. For example, the F5 embedding
operation has wgg # 0 in which case, I(0) oc Al since at
most 2L + 1 bins (a number which does not depend on
A) are affected. In general, modifying the embedding rule
so that the leading order is k¥’ < k* for finitely many bins
j changes the scaling from A2 to A2¥'+1 Finally, note
that 1(0) o< A for the operation from Example [ since
k* =0 for all j.
Remark 2. For the GGD (I0), the integral R(f) =
Jo (f*)(2))?/ f(z)dz in Theorem [I can be evaluated an-
alytically:
o2 T(2—1/a)
R(f) = {322/(22)((13/5)4) r(2-3/a)
pi/a T(1/a)

for k* =1, > 1/2,

for k* =2, > 3/2.
(25)

B. f with singularity
We limit our analysis to densities with only one singu-

larity located at x = 0. Since the scaling of the partial

sums (IH) on closed intervals [mq,mz] not containing the

singularity can be carried out as for smooth densities, we

only need to address the scaling near or at the singularity.

(The meaning of both terms will be specified shortly.)

In particular, we restrict our study to the case when

the embedding operation and precover density satisfy the

following two assumptions

S1. The embedding operation is bin-invariant on R — {0}
with leading order k* > 1.

S2. f(z) is continuous on R and has a singularity at x = 0
such that on some neighborhood of zero, f*)(z) =
g(x)|z|~™, n > 0 for a continuous g(x) with g(0) # 0.

8Both assumptions hold for the GGD and GCD and all four
embedding operations studied in this paper.

Under these assumptions, a fairly general result (Theo-
rem [21 below) can still be obtained for partial sums on the
“immediate neighborhood” of the singularity — intervals
[(L+2)A, ¢ for a fixed € > 0. Since many steganographic
algorithms adjust the embedding rule at the singularity,
the scaling of the remaining 2L + 3 terms j for |j| < L+1
is carried out in less generality only for specific embedding
schemes in Section

1) Immediate neighborhood of singularity:

Theorem 2. Under Assumptions S1-S2, for all suffi-
ciently small € > 0 and A such that (L +2)A <e,

@(A2k*+172n)
S(L+2)Ae = @(AWC*)

The proof, which appears in Appendix [B] starts with

rewriting (I9) using the fact that >, vi f(x:) = f(Z) X, %,
T € [min; x;, max; x;], for any f continuous when all 7; are
of the same sign. Then, thanks to the assumption on the
k*th derivative, the partial sum sz, 42)A . can be squeezed
between two integrals that are shown to exhibit the same
scaling.
Remark 3. Since for the GGD ([{0), f'(z) ~ |z|*~! and
f"(z) ~ |z|*"? at & = 0, the scaling of the partial sum
near the singularity depends only on the shape parameter
a. Table () summarizes Theorem [Z for the GGD.

Remark 4. For the GCD, the scaling is much simpler
than for the GGD. In fact, whenever the singularity is
such that f is not differentiable at x = 0 but the one-
sided derivatives exist and are bounded (which holds for
the GCD but not for the GGD), the same approach as
in the proof of Theorem [I can be used to show that
S(Li2)n,c 0x AR

when n > 1/2,

26
when n < 1/2. (26)

2) At the singularity: In this section, we explain how to
obtain the scaling of the remaining 2L + 3 terms of the
partial sum — the cases when [j| < L + 1. As shown in
Appendix [C], Assumptions S1-S2 guarantee the following
form of the precover density on some neighborhood of the
singularity: f(z) = ap — a1|z|* + o(|z|*) for some A > 0,
ap > 0, and |a;| > 0. Since f is even, p; = p_; for all 4,
and straightforward integration gives:

A2
Py =2 / ap — a1z + o(xA)daj (27)
0
a1A>‘+1
= (J/QA — m + O(AX-"_]‘), (28)
(i+1/2)A
pi = ap — ayz* 4 o(z?)dx (29)
(i—-1/2)A
A1 (+1/2)A
_ [aox _aw ] n O(A)\Jrl), (30)
A1 [is12a
aflA)\Jrl . A . A
ZQOA_ﬁ((Z+1/2) +1—(Z—1/2) +1) (31)
+ o(AM).



TABLE II
SCALING OF THE SUM $(1,42)A,e NEAR THE SINGULARITY FOR GGD
DEPENDS ONLY ON THE SHAPE PARAMETER .

E* s(Ly2)a,e a

1 Alt2e a<1/2
N2 a>1/2

2 Alt2e a<3/2
Nt a>3/2

Once the cover distribution p; is obtained using these for-
mulas, it can be substituted into (@) for a given embedding
operation to compute all 2L + 3 remaining terms of the
partial sum at the singularity.

IV. SCALING FOR SPECIFIC DISTRIBUTIONS

We now combine the results from Sections [II-A]
and [[II-Bl to obtain the scaling of the Fisher information
for four embedding operations and two precover distribu-
tions for the entire range of their parameters.

First, we work out the scaling of the partial sums at the
singularity for all four embedding operations. For LSBM,
equations (28) and (BI]) can be used to compute

dg1  p2+po B ay AN
B - 2 T TaEmnT
X (44 5 M =322y o o(AM), (32)
dgo  p-1+m .
@ =T 9 —Po=DP1—Po
A+1
= —%(?ﬁ —1)+o(AM). (33)

2
. . dg; .
Since p; ~ A, we obtain plj (d—‘g ~ A2 for j =

—1,0, 1. Similarly, for LSBR, sizlce diﬁl =pyg—p1 = —‘(ijig,

using the result above, % (i—'g) ~ A2 for j =0, 1. For
J

F5, 49 — p_; +p; = 2p;, which means that 4% ~ A and

) dﬂ -

2
thus pio (ddig) ~ A'. Finally, for symJsteg, the bin j =0
is invariant to embedding and thus the scaling for this
algorithm is only influenced by scaling in the immediate
neighborhood and at the points of smoothness, which is

the same as for LSBR.

ag ~

A. Generalized Gaussian

The analysis now splits depending on the precover
distribution. Starting with the GGD, since fac(z) =
exp(—|z|*/b) = 1 — |z|*/b + o(|z]*), A = « for the
expansion at zero. Combining the results from the previous
paragraph with Table [[I, we obtain the second column
of Table [IIl graphically rendered in Figure [l To verify
the results, the figure contains simulations obtained by
evaluating p; (@) in the sum (@) by numerical integration.

TABLE III
SCALING OF THE FISHER INFORMATION I (0) W.R.T. THE
QUANTIZATION STEP A FOR FOUR EMBEDDING OPERATIONS FOR THE
GGD AND GCD; a > 0 IS THE SHAPE PARAMETER OF GGD. THE
SCALING IS INVARIANT TO THE SHAPE PARAMETER T OF THE GCD.

Embedding GGD GCD
LSBM Amin{4,1+2a} A3
LSBR Amin{2,1+2a} A2

F5 A A
symJsteg Amin{2,1+2a} A2

3.5 1

2.5¢ : 1
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Fig. 1. Scaling exponent s versus the parameter o for the generalized
Gaussian precover model and four embedding operations. Solid lines
show the theoretical result; the markers are from numerical simula-
tions.

B. Generalized Cauchy

The GCD is smooth everywhere with bounded deriva-
tives. At zero, the derivatives do not exist but the one-
sided ones do and are bounded. Thus, from Remark [4] the
scaling is determined solely by the terms at the singularity.
Since the expansion of (III) at zero is

T T(T+1) 5 4
(1—E|x|+7b2 a’z®+--- |, (34)

T—1

fac(z) = 5

A =1 and is independent of the shape parameter 7. Since
all bins with the exception of —1,0,1 scale as A%, the
resulting scaling for the GCD and LSBM is A1+2} = A3,
For LSBR and symJsteg, the scaling at smooth points is
A\? while the scaling at bin 0 is A3, giving the final scaling
A? for both algorithms for all 7 > 0. Finally, for the
F5 operation, the scaling is determined by the zero bin,
which scales as A for all 7. The scaling for the GCD is
summarized in the third column of Table [ITIl

V. EXTENSION TO NOISE RESIDUALS

Modern spatial-domain steganalysis algorithms repre-
sent images with co-occurrences of their noise residuals
(see [29], [22], [9] and the references therein) obtained by
applying a high-pass filter to the image. This extensive
body of literature provides an empirical justification for
modeling just the noise component of images — since



steganographic embedding changes typically manifest as
a high-frequency noise, the SNR between the image and
the stego signal is increased. Moreover, the residual has a
narrower distribution that can be better modeled and also
represented with a lower-dimensional feature vector.

In this section, we analyze the case when the embedding
occurs in the pixel domain, yet the steganalysis utilizes
models based on the noise-residual representation. The
derivations are carried out for the simplest case of the
noise residual — the difference between two adjacent pixels,
which is the basis of the SPAM model [22]. For simplicity,
we also limit ourselves to a one-dimensional co-occurrence,
which is the histogram of pixel differences. The author
hopes that extending the analysis to more complicated
residuals should be apparent.

We start with a joint pdf for two neighboring precover
pixels, f(z,y), and define

(i+1/2) (j—1/2)A

(i=1/2)A (—1/2)A

(35)

Using the more compact notation, p;; = Fa(id\, i),
we have for the histogram of pixel differences:

pa=Pr(j—i=d) = piita (36)
For the stego image:
qij (ﬁ) = Zpuvbuibvj (37)
= pij(1 +cuiB)(1 +¢cj;B)
+ ) pio(1 + ciiB)Beu;
v#j
+ Zpuj(l + ¢ B)Beus + O(B?), (38)
qa(B) £ aiiva(B), (39)
which implies, after simplification:
dgi; (8
ﬁ’ = Zpi'ucvj + DPvjCui (40)
R A
i+d+L
dga(B) E
dﬁ _ - Z Z PviCu,i+d
B=0 1 v=it+d—L
i+L
+ Z Z Pv,i+dCoi (41)
i v=i—1L
L
= Z Z (Pi-+d+o,iCitd+v,itd
i v=—L
+ Pitov,itdCituv,i)- (42)

To further simplify the matters, we adopt the following
two assumptions:
Cl. p;; = pj; for all ¢, j (symmetry of natural images).
C2. ¢;j = Ciyd,j+d for all ¢,7 and d.

Assumption C2 postulates invariance of the embed-
ding operation. Although this invariance seems to exclude
parity-based operations, such as those used in LSBR or
symJsteg, the impact of such operations on pixel dif-
ferences is essentially identical to that of parity-blind
operations, such as the LSBM.

Assumptions C1-C2 together with ([B9) allow us to

simplify (42):

dqa(B) ‘ _
B |y

The next step is to expand pq4. using Taylor series at d
and convert the entire analysis to the one-dimensional case
of Section [[TIl To this end, formally, we need to require f
to have continuous partial derivatives up to order k. For
|d—z| < L,

L

Z (derv + pdfv)cv,o-
v=—L

(43)

k—1
EA) W, GAF
pd-‘:—zzz T Py + %l Pe o (44)
1=0
where &g € (d,d + z) and
@
@ & 4pay.
py = —F] . (45)
d dzt | _,

The derivatives for [ > 1 are obtained from (35

and (36):

o (z+1/2)Aaf(l_1) (s (b d+1/2) )
Py’ =) S| du  (46)
i iz (u,(i+d—1/2)2)
(i+1/2)Aaf(l)
= AZ A (u, piar)du, (47)
vo(i—1/2)A

where ¢;q € (i +d—1/2)A, (i +d+1/2)A). The scaling
for a given joint precover density f can now be obtained
by substituting 7)) into (@) and {@3) and following the
same steps as in Section [IIl

VI. DISCUSSION

It is not possible to directly relate the results of this
paper to empirical cover sources because real digital im-
ages are complicated mixtures that are not iid signals.
Additionally, since modern steganalysis works with low-
dimensional representations of images (features), this pro-
cessing decreases the KL divergence between cover and
stego features. Nevertheless, some interesting qualitative
conclusions could still be reached. With finer quantization
(smaller quantization step A), the FI decreases as A®,
where the scaling exponent s is determined jointly by
the precover distribution smoothness and the embedding
function. In general, s (and thus the secure payload)
is larger for smoother distributions and for embedding
operations that act as low-pass filters of the first-order
statistic of cover samples. Operations that tend to make
the singularity “sharper” (e.g., F5 or the operation from
Example[I]) have a lower leading order k* and thus a lower
scaling exponent s.



The singularity in the precover distribution has no effect
on scaling (Theorem [2] and Section [II-BI]) as long as the
singularity is “not sharp enough” (formally, f*")(z) ~
1/|x|™ with n < 1/2). For “sharper” singularities, formally
n > 1/2, the scaling exponent starts decreasing, which in
turn increases the FI and makes the embedding scheme
more detectable. This can be understood on an intuitive
basis in the following manner. Since steganographic em-
bedding changes are similar to adding noise, embedding
acts as a low-pass filter on the first-order statistic (his-
togram) of cover elements. This smoothing will impact
sharper singularities more. Theorem [2] is a more precise
formulation of this intuitive statement.

For JPEG images, larger quality factors correspond to
smaller A and thus smaller FI. At the same time, the
width of the distribution b increases (c.f., (25)). Both
mechanisms will allow the steganographer to embed larger
payloads for a given level of security than what one would
expect from the square root law only.

Theorems [ and [ show that the scaling exponent
increases with increasing k*. It is thus desirable for the
steganographer to choose embedding operations with a
larger leading order k* to decrease the FI and thus increase
security. LSBM with its leading order of 2 provides better
security than LSBR with order 1, a fact already known in
steganalysis for other reasons. Furthermore, the presence
of bins with lower leading order increases the FI and
thus lowers security. From this point of view, F5 might
become more secure if it allowed changing zero coefficients
to non-zero to increase the leading order of bin 0. In fact,
some recently proposed JPEG-domain steganographic al-
gorithms [11], [24] that allow changes of zero coefficients
indeed exhibit lower empirical detectability.

For the GG precover, equation (25) informs us that
the FI increases with decreasing b or, equivalently with
decreasing precover variance. This is natural as detection
of steganography in covers with lower entropy should
indeed be easier. Table [[II] tells us that the precover
singularity impacts GC-distributed precovers very differ-
ently than precovers with the GG distribution and this
impact depends strongly on the embedding operation. The
singularity decreases the scaling exponent (and thus lowers
the security) for the GG model. This negative impact is
larger for more “sharp” distributions, which are more likely
to occur in images with smooth content. Curiously, for F5
the scaling exponent is the same (and the lowest) for both
models, which is due to the properties of the embedding
operation at zero.

Unquantized discrete cosine and wavelet coefficients of
digital images are often modeled using the GGD as well as
GCD (see, e.g., the comparison in [2I] and the references
therein). While both GGD and GCD are often “good
enough” models for other signal processing applications,
such as source coding, their secure payload scales very
differently w.r.t. the quantization step. It appears that
adopting a model for estimating steganographic security
may require model validation that is different from tradi-
tional approaches, such as those based on the least-square

or maximum likelihood fits.

VII. PRACTICAL ISSUES
A. Scaling in practice

The original SRL is quite robust in the sense that
even though it has been established only for artificial
sources, such as Markov chains, it has been verified to
manifest quite robustly for empirical cover sources despite
the fact that practitioners build detectors using machine
learning rather than as likelihood ratio tests and that
pixels (transform coefficients) are quite heterogeneous and
non stationary.

The scaling of the FI w.r.t. the quantization step un-
doubtedly manifests in practice as well. However, the
specific scaling strongly depends on the precover distri-
bution (see Table[[IIl). Furthermore, relating the results of
experiments on real images with the theoretical results of
this paper derived for i.i.d. sources is likely not possible
for reasons listed in the previous section.

It is true, however, and our analysis of artificial sources
confirms this, that quantization must have an extremely
strong impact on statistical detectability because the
Fisher information appears in the error exponent that con-
trols detector errors through the Chernoff-Stein Lemma
as discussed in Section [I=Cl To assess this effect, the
following experiment was carried out on a database of
grayscale images represented with a varying bit depth.

A total of 5,000 images were taken with Canon EOS
550D equipped with an 18 megapixel sensor. The images
were stored in the CR2 format with 12-bit per pixel and
then converted from CR2 to the 48-bit TIFF color format
using dcraw with default parameters. Subsequently, the
images were converted to grayscale using the rgb2gray
command in Matlab and stored as 16-bit grayscale. To
speed up the experiments, all images were further down-
sampled by a factor of four by selecting every fourth pixel
to avoid introducing resampling artifacts.

The steganographic technique that was tested was
LSBM simulated at a given change rate 8 (changes per
pixel). Steganalysis was performed using the second-order
SPAM feature vector [22] with threshold T' = 3 (dimension
686). The classifier was the ensemble [20] run with the
automatic choice of the subspace dimensionality and the
number of base learners[] The database was randomly split
into two halves, one used for training and the other for
testing. This was repeated ten times and the minimal total
detection error under equal priors, Ps = (Pup + Pra)/2,
was averaged over the ten database splits (denoted Pg).

The experimental results are shown in Figure 2l The
curves were interpolated using cubic splines. Only the bit
depths at B < 8 are shown as the detectability for all bit
depths larger than 8 was very close to random guessing.
The figure confirms that statistical detectability strongly
depends on the quantization. In fact, in this particular
source statistical undetectability is reached at any payload

9The ensemble code is available from

http://dde.binghamton.edu/download/ensemble/
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Fig. 2. The average detection error, Pg, as a function of change rate
B for LSBM and cover grayscale images represented using B bits.

(1) for images with 9 or more bits per pixel[[d The secure
change rate at detectability fixed to Pg = 0.25 is f =
0.0044, 0.0152, 0.1038, and 0.4322 changes per pixel for
bit depths 5, 6, 7, and 8, respectively. This approximately
corresponds to scaling of the FI by A2 (the quantization
step A decreases by a factor of 2 with each bit level added).
Even though it is tempting to say that this indicates a GG
model with & = 1/2, one should stay away from such a
claim due to the reasons outlined above (and the effect of
finite samples discussed below).

B. Effect of over/undersampling

In practice, working with a finite number of samples
may prevent us to observe the correct scaling even when
observations do follow the model. Oversampling (too small
A) will produce a noisy estimate of the cover distribution,
pj, which will completely change the scaling. On the other
hand, A that is too large will not yet exhibit the limiting
behavior when A — 0.

Next, we provide a crude qualitative analysis of the
impact of over-sampling. Given a cover object with N
elements from a finite range R, the number of samples
in the jth bin, P;, is a random variable whose binomial
distribution will be approximated with a Gaussian:

Pj ~ N (pj,pj(1 —p;)/N). (48)

If P; were independent, the expected value of
2

<Z CijPi> (Z Cijpi + Z cij (P — Pi)) , (49)

10We note that the detectability for this particular source was
markedly worse than what has been reported elsewhere for images
of approximately the same size or smaller [I0]. We attribute this
difference to the subsampling, which in our case did not introduce
any artifacts that could aid the steganalysis.
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Fig. 3. Fisher information for LSBM vs. the quantization step A
for N = 108,108, 10* samples from a GGD with o = 1.5, b =1, and
1 = 0. Note the region of over-sampling for small A, where Ia (0)
A~1 and under-sampling for large A. The range of A where s =
max{4,14+2a} = 4, as predicted by the theory, becomes smaller with
decreasing N. The dotted lines are linear fits in their corresponding
ranges of A.

would be

H = (Z %m) " Z cpil=pi)/N.  (50)

Since in practice, there will be finitely many bins, jA €
R C [-R, R], where R is the dynamic range of X,

i P)? ?
E Z(Zzpj ) :Zﬂ_

JER

(51)

2
-0+ B
N : pj
JER
(52)
TN (53)
because Ian(0) o« A® with s > 0 and |R] is inversely
proportional to the quantization step A.

To assess the effects of over/undersampling in practice,
we generated N = 10* — 10® i.i.d. samples from a GGD
with @ = 1.5 and b = 1 and computed I (0) for a range
of A with LSBM as the stego algorithm. The result shown
in Figure B confirms the crude analysis of over-sampling
with the scaling exponent s = —1 for small A. The
scaling matches the theoretical result, s = 1 + 2a = 4, for
midrange values and breaks up when A becomes too large.

The range of proper scaling gets smaller with decreasing
N.

VIII. CONCLUSION

The square root law of imperfect steganography con-
nects statistical detectability with the cover size and the
change rate in the asymptotic limit of large covers and



small change rates. The current paper extends this law to
the case when the cover object is obtained by quantizing
a precover that follows a continuous-valued distribution.
In this case, constant statistical detectability is obtained
when NB2A® = const., where N is the cover size, 8 the
change rate, and s the scaling exponent w.r.t. the quan-
tization step A that tends to zero. The scaling exponent
is determined jointly by the embedding operation and the
precover distribution. In general, s is larger for smoother
distributions and for embedding operations that act as
low-pass filters of the first-order statistic of cover samples.
Numerous qualitative consequences and other implications
of the scaling for practitioners are discussed in Section [Vl

The scaling has been worked out in detail for two
precover distributions commonly used in signal modeling —
the generalized Gaussian and Cauchy distributions. While
both distributions apparently lead to comparable results,
for example, in source coding [21], the scaling of secure
payload in steganography depends rather sensitively on
the precover model. The singularity of the generalized
Gaussian is “sharper,” which has the effect of decreasing
the scaling exponent and thus the secure payload length.
This decrease is larger for smoother images with a smaller
shape parameter. Thus, the scaling w.r.t. the quantization
step may be a more relevant criterion for model fitting
for steganography instead of the more traditional fitting
approaches.

This work is relevant for understanding the effect of
color bit depth on security of schemes that embed in the
spatial domain and the effect of the quality factor on
security for stegosystems that embed data in the JPEG
domain. Experiments on real images confirm the strong
effect of quantization on statistical detectability due to
the fact that the factor A® multiplies the error exponent.
However, unlike the original square root law, which is
quite robust, the scaling w.r.t. A strongly depends on
the precover distribution, which makes its interpretation
in practice rather hard due to the necessity to find a
sufficiently accurate model. When the number of cover
samples, NV, is small, the theoretical scaling is observable
only in a rather small midrange of quantization steps due
to negative effect of under- and over-sampling.

The value of this work is primarily in shedding light on
the fundamental connection between statistical detectabil-
ity and the complex interplay between the precover distri-
bution and the embedding after quantizing the precover.
Although the main result has been derived for artificial
(i.i.d.) covers, an extension has been presented to the case
when the cover is modeled as an i.i.d. sequence of pixel
groups (pairs of pixels). This is relevant because many
modern steganalytic methods represent images with his-
tograms of groups of neighboring pixels/DCT coeflicients
or noise residuals [9], [19].

APPENDIX A
PROOF OF THEOREM 1

We write the FI ([I3]) as a sum of three partial sums,
IA0) = S_oo,—Mm + S—Mm.M + SM,co, and study their
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behavior when A — 0. Since f(z) is even, it is sufficient
to consider only one unbounded interval and the closed
interval.

A.1 Unbounded interval [M, o)
Using k = k* in ([[4),

<Z cij Fa (ZA)) <

where W = >, ¢ijli — j|¥ < C(2L + 1)LF" £ C’. The
continuity of f*")(z) implies that the maximum is reached
at some 6; € Z;. Since Fa(jA) = Af(uy),

A2k*+2

Wm?k max(f*) ()2, (54)

r€Z;

2

(£*(05))
f(uy)

™M

A2k*
S0 (L) < c? A. (55)

- k*12
JA>M

For jA — (L 4+ 1)A > M, from the monotonicity of
|f*)(x)| at oo and the range of ; and u;,

(F596)° _ (1568 ~ (L +1)0))°
Fu) TGA+ A7)

Thus, for (L + 3/2)A < dg, rar can be bounded with a
Riemann sum:

2

(56)

(fE ()
fUGA+(L+ 3/2)&)

>

GA>M—(L+1)A

[ (£ ()2

ry <

x+46 (57)

as /A — 0. Assumption R2 finally implies that rj; — 0
with M — oo.

A.2 Closed interval [—M, M]

The continuity of derivatives up to order k* + 1 guaran-
tees their boundedness on [— M, M]. Thus, using k = k*+1

in (I9):

2 N
(Z CijFA(iA)> -5 ;f(j;k*)')j A

£ O(AZH3),

(58)
The continuity of f implies the existence of fy > 0 such
that f(z) > fo > 0 on [-M, M]. Furthermore, f(¢ji) —

DA < f(uy) < f(djk+) + D12, where Dy > 0 bounds
the first derivative on [—M, M]. Therefore,

1 k(D)

BF0s) DI @)’ (59)
where, for A < fo/Ds,
1 1
14+ DiA/fo SHA) < 1-DiA/fo (60)



Riemann integrability of (f*")(x))?/f(x) on [—M, M]
together with (58)), (59), and (@0) imply:
s_mM Wik k(A [ ( ") (0 ) "
2k* 2
A k! M<jA<M F(jk+)

W () (s
+O(A2)>]%k*kf2 [ et on
M

as A — 0. Combining (&7) and (6Il) proves the theorem.
Q.E.D.

APPENDIX B
PROOF OF THEOREM 2

We first carry out the proof for £* even and then deal
with the case of k* odd.

B.1 Even k* = 2

We will use the fact that for f continuous and ~; all of

the same sign,
) Z%, x € [miinwi,m?xxi].

Z%‘f(xi) = f(
Using ([[d) with k& = k*, by (62):
WINOA _&*H GG — ) LR () (63)
ZCU A(iD) = ] Zcu(l J (dij)
AL .
= e 4 0)),
bij € (GA — ANJ2,iN + AJ2), when i > j, and ¢;; €
(i = D)2, 5+ AJ2), when j > i,

(L + %) A} £7r..  (65)

Note that (64) is valid as long as ¢;;(i — j)F > 0 for all
i, which holds for k* even. Combining (I6) and (64]) with
Assumption S1 leads to:

(62)

(64)

3A
(bj EIJ‘ - |:7,6+

S(L+2)A75k*!2 _ Z (f(k*)(%)) (66)
R R RO VR (O
-3 (6,)¢;* (67)
(rrnginge  I)
Since ¢; € I, . (65) for all j,
mingez, . %(2) _ g*(¢;) _ maxeer,, 92(30)' (68)
maxgez, , f(z) = f(u;) T mingez, . f(2)

The continuity of both f and g at zero, together with
the fact that g(0) # 0 and f(0) > 0, imply that for e > 0
sufficiently small the scaling of (G7) when A — 0 (in the
sense of ©(x) symbolics) depends solely on > ¢j_2". Since
¢; € Z; ([22), this sum can be bounded from below and
above by

e/ 1 om e/N+L+1/2

Y () s 2 da
)  +L+1/2 A) -
J=L+2 U /2 2L+5/2
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A,QH € 1 —2n+1 5 —2n+1
== (S 4+rL+z —(2r+2
et |(mra) (23
(69)
and
/A ) on e/AN—L—-3/2
S — SA_Qn $_2nd.’II
2 (G=rtms)
1/2
B A_2n € L 3 2 —2n+1 1 —2n+1
EETES N LV 2 =
(70)

respectively. Both bounds scale as A~2" when —2n+1 < 0
and as A~! when —2n +1 > 0.
In summary:

@(A2k*+172n)
S(L+2)Ae = @(A%*)

when n > 1/2

71
when n < 1/2. ()

B.20dd k*=1
Here, we first obtain an upper bound using (G2))

. Ak*'H . Sk* p(k*) (1)
> cuFalio)| < S ali— 1M FEG0) (72)

Ak*Jrl

< S CRL+IF M), (73)

where ¢§-1) € Z;, leading to

(F%)(3,))°
flu;)

S(L42)n,c k12 <
APFHIC2(2L + 1)2L2F =

D

(L4+2)A<jA<e
(74)

Getting the lower bound is a little more involved. We
first introduce

Ak*—i—l

v = T cis(i — ) >0, (75)
oi>g
Ak*+1 . o
v = o 2l — i) >0, (76)
Y

and split ([G3) into a sum over ¢ > j and over ¢ < j. Both
sums can be simplified using ([62]) to:

\zcijFA<iA>\ = | FEN b)) =7 £5 N e7)], (77

for some ¢;L,¢; € I;. If either v; = 0 or 7]7L = 0, we
could continue exactly the same way as for k* even. Thus,
we will assume that 7;-" > 0 and 7; > 0. Note that both
Y ,7;-" are bounded independently of j:

*

”yi < CLF .

J - k! (78)

. Ak —+1
Slnce |FY] - ’YJ | - |wk*| Tox 1 > 0 we haVe ")/] # FY] .

Assuming, for example, that v; < ”y] (the other case is



analogical):
Yo ]
ok ™
J J J J
1
= 80)
[wyex | ARF+T (
R
1 A
T 2e<l, (81)
1+ s
and .
N N B NF+1
V2V T = |wk*|7 > 0. (82)

Since é; ¢;r € Iy, and g(x) is continuous at zero with
g(0) # 0, we can choose € > 0 such that r; = g(¢;)/g(¢j)
is arbitrarily close to 1 whenever jA < e. In particular, we
can choose it such that

1+ 1/n
(2 p) >n>1,
Pry

(83)

for some 1 and all j with jA < e.
If j additionally satisfies

n—i—l

> (L +1/2) 2 (84)
which is equivalent with n > %, we obtain us-
ing (83):

j+L+1/2" "

1—pr; ﬁ >1—prjn (85)
1+p
>1 - j 86
=z P 2075 Tj (86)
1—p
== (57)

Using (77),(&T), and &T), we can write whenever jA €
(L e):

}Zi CijFA(’L'A)} f(k* (¢J_) (88)
Y FE D] G &)
|¢+|" 9(¢;)
- 89
braen
j+L+1/2|"
> 1—pr; Lo (90)
1—
==+ (91)
which gives us a lower bound:
_ [SicuFaG)
S(L42)A e (L+2)AZ§jA<€ Af(uj) ( )
( +1— Pf(k )(¢ ))
> (93)
L,Agszge A f(ug)
AR HL (1 _ )2
> o
(F* )
e T

L' A<jA<e
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Combining (7)) and ([@4)), the scaling is established using
the same arguments as for the case k* even. Q.E.D.

APPENDIX C
FORM OF f(z) AT SINGULARITY

Here, we show that Assumptions S1-S2 guarantee the
following form for the density f: f(z) = ao — ai|z|* +
o(Jz|*) at @ = 0, for A > 0, ap > 0, and |as| > 0. The
arguments are carried out for k* = 1 as the extension to
the case of k* = 2 can be obtained simply by applying one
more integration.

We remind that for k* = 1, from S2, f'(z) = g(x)/|z|"
on some neighborhood of zero. Let 69 > 0 be such
that, WLOG, g(z) > 0 on [0,dp]. Furthermore, let

g(z) mlnte[o 219(t),9(2) £ maxyepo,z] 9(t), and L(u,v) £
[V f(#)dt = f(v) — f(u). Since for 0 < z < do
63*” _ xlfn 5(1)*77« _ xlfn
0 C < < o0 =
9(00)——— L(z, d0) < g(d0)————— (95)

if 1 —n <0, f(z) would not be continuous at zero. Thus,
1 —n >0 and we have

1—-n 1—-n
g@)T— < L(0,2) Sg@)T—, (%)
which implies
. f(=) = f(O 0

With a similar argument for the left neighborhood of
Zero, we can write

SO i offaf =),

F@) = £(0) + L (98)
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