Chapter 10
Bayesian Philosophy



10.1 Introduction

Up to now... Classical Approach: assumes 0 is deterministic

This has afew ramifications: A s
 Variance of the estimate could depend on 0 {W”_ p(x;@)]
e |In Monte Carlo ssimulations:
— M runs done at the same 0,
— must do M runs at each 6 of interest
— averaging done over data
—no averaging over 0 values

Bayesian Approach: assumes 0 is random with pdf p(0)

This has afew ramifications: :
« Variance of the estimate CAN’ T depend on 6 {Wﬁ{;ge)j
e |In Monte Carlo ssmulations: /

—each run done a a randomly chosen 0,
— averaging done over data AND over 0 values

joint pdf



Why Choose Bayesian?
1. Sometimes we have prior knowledge on 6 = some values are
more likely than others

2. Useful when the classical MV U estimator does not exist
because of nonuniformity of minimal variance

G(i (0) 4

3. Tocombat the “signal estimation problem” ... estimate signal s

X=§St+tw <f s isdeterministic and isthe |
parameter to estimate, then H = 1

. . 1
Classica Solution: s:(ITI) I'x=x —— Signd Estimateis
Lthedataitself!!!

The Wiener filter is a Bayesian method to combat this!!




10.3 Prior Knowledge and Estimation

Bayesian Data Mode!:
e Parameter is“chosen” randomly w/ known “prior PDF”

« Then data set is collected
o Estimate value chosen for parameter | Thisiswhat you know ahead

of time about the parameter.

Every time you collect data, the parameter has a different value,
but some values may be more likely to occur than others

Thisis how you think about it mathematically and how you run
simulations to test it.




EX. of Bayesian Viewpoint: Emitter Location

Emitters are where they are and don’t randomly jump around each
timeyou collect data.  So why the Bayesian model?

(At least) Three Reasons

1. Youmay know from maps, intelligence data, other sensors,
etc. that certain locations are more likely to have emitters
 Emitterslikely at airfields, unlikely in the middle of alake

2. Recall Classical Method: Parm Est. Variance often depends
on parameter
o Itisoften desirable (e.g. marketing) to have asingle

number that measures accuracy.

3. Classical Methodstry to give an estimator that gives low
variance at each 6 value. However, this could give large
variance where emitters are likely and low variance where
they are unlikely.




Bayesian Criteria Depend on Joint PDF

There are severa different optimization criteria within the
Bayesian framework. The most widely used is...

CoL _ R - Take E{} w.r.t.
Minimize the Bayesian MSE: Bmse(0) = E{(e - 9)2} éoi nt pdf of x and Q

=[[1o- 0(x)]? p(x,0)dxd0

\ Can Not Depend on 6 %{fofxand(% ]

To seethedifference... compare to the Classical M SE:

mse(0) = E{(é’ - é)z}

= [16 - 6(x)1 p(x;0)dx

Can Depend on 0 ‘ pdf of x parameterized by 0




EXx. Bayesian for DC Level /zero_manwme@ausgan |

Same as before... x[n] =4 + w[n] ()
But here we use the following mode!: 124,
e that 4 israndom w/ uniform pdf >
 RVs A4 and w[n] are independent of each other | ™ 4, 4

Now we want to find the estimator function that maps data x into
the estimate of A that minimizes Bayesian M SE.

Bmse(A) = [[[4- 41 p(x, A)dxdA Now use...
p(x,4) = p(A[x)p(x)

= | ][A— Al p(4 |x)dA]p(x)dx
|\ ~ J

Minimize this for each x value
Thisworks because p(x) > 0

So... fix x, take its partial derivative, setto O



Finding the Partial Derivative gives.

- O[A— A]?
04

9 j [A— A]° p(A|x)dA = p(A|x)dA
04 :

= .'— 2 A— Alp(A|x)dA

= —2j Ap(A|x)dA+24 j p(A4|x)dA
\\ J

Y
=1
Setting this equal to zero and solving gives:
= Conditional mean
A= IAp(A |x)dA gof A given data x

:E{A|x}

[ Bayes an\Mini mum MSE’ Estimate = The Mean of “posterior pdf” ]

Y
MM SE So... we need to explore how to compute
this from our data given knowledge of the

Bayesian model for a problem




Compare this Bayesian Result to the Classical Resullt:
... for agiven observed data vector x look at

7 W\
(MMSE =E{4)x} | [MVUE=X]

Before taking any data... what isthe best “estimate” of 47?
o Classical: No best guess exists!
« Bayesian: Mean of the Prior PDF...
— Observed data “updates’ this“a priori” estimate into
an “a posteriori” estimate that balances “prior” vs. data




So... for this example we' ve seen that we need E{ A|x} .
How do we compute that!!!?? Wdll...

A= E{4|x}
— jAp(A|x)dA

S0... we need the posterior pdf of A given the data... which
can be found using Bayes Rule:

( | A) (A) Allows us to write one
pX p cond. PDF in terms of
p(A]x) = 2(x) the other way around

__ px|A)p(4)
| (x| 4) p(4)dA

|jore easi|y found than p(4[x)... very much med Knownj

the same structure as the parameterized PDF

used in Classical Methods 10




So now we need p(x|4)... Forx[n] =4 + w[n] we know that

AFWA known, x[#x] isthej
known A4 plus random w[n]
Px (x[n] |A) — pw(x[n] — 4 |A)

F Because w[n] and 4 arej

= p,, (x[n] — A) ———_ assumed Independent

__ 1 exp{— 12(x[n]—A)2}

V2702 20

Because w[n] is White Gaussian they are independent... thus, the
data conditioned on 4 is independent:

p(x|A4)= (2 ZYI/Z exp ——20_2 Zo(x[n]—A)
To n=

__—

Same structure as the parameterized PDF used in Classical Methods...
But here 4 is an RV upon which we have conditioned the PDF!!!

PDF of x

11



Now we can use all thisto find the MM SE for this problem:

-------------
---------------------

: Ap(x)A) p(A)dA
Idea A= E{A|x} = IAP(A IX)dA = j g Using
Easy!! [ px | 4)p(4)d4 Bayes
' Rule
;4-;:"; é 1 N_l 2 -5
L;A P (x[n] - 4)*i[1/ 24, }a4
- (ZM ..................................... 2 0N=10 .............................. ™=
4, i1 1 '« 51 ‘ Prior
B exp ——= (x[n] - A)
R /2 2 : ! PDF
IAO (27[0 2 y { 207 ;50 '
Ot tear e e e e e a e e aA e aAEeAEaAEaNEaAEaREaREaREanEanranranranranranrnnranrnnranrnnsT 2 U% Pararnaa_
f N-1 \ Conditioned PDF
A4, 1 2
Aexp - — (x[n] — A) dA ~
Hard to |~ % 20° 2o MM SE Estimator...
“Build” A= ) N—1 A function that maps
J' ° exp 1 (x[n] - A)Z dA observed datainto the
—4, 252 s estimate... No Closed

Form for this Casel! '/
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How the Bayesian approach balances a priori and a posteriori Info:

c p(d) , A
| | -
_Ao E{ 4} Ao 4
\ )
g plAl)4, A
| | | >
_ 5 A A
\_ ¢ E{A|x} x ¢ )
4 N
A
\ /

No Data

Short Data
Record

Long Data
Record
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General Insights From Example

1.

After collecting data: our knowledge is captured by the
posterior PDF p(6 [x)

Estimator that minimizesthe Bmse is E{ & |x} ... the mean of
the posterior PDF

Choice of prior iscrucial:
Bad Assumption of Prior = Bad Bayesian Estimate!
(Especially for short data records)

Bayesian MM SE estimator always exists!
But not necessarily in closed form
(Then must use numerical integration)

14



10.4 Choosing a Prior PDF

Choiceis crucial:
1. Must be ableto justify it physically

2. Anything other than a Gaussian prior will likely result in
no closed-form estimates

We just saw that a uniform prior led to a non-closed form

We'll see here an example where a Gaussian prior gives a
closed form

$0... there seems to be a trade-off between:
e Choosing the prior PDF as accurately as possible
e (Choosing the prior PDF to give computable closed form

15



Ex. 10.1: DC in WGN with Gaussian Prior PDF

We assume our Bayesian model isnow: x[n] = A4 + w[n]

with aprior PDF of 5
e e

So... for agiven value of the RV 4 the conditional PDF is

N-1

1 1
p(x]4) = — exn{—z—2 (x{n] - 4)?

RN

Then to get the needed conditional PDF we use this and the a
priori PDF for 4 in Bayes Theorem:

p(x[4)p(4)
| (x| 4) p(4)da

p(4|x) =

16



Then... after much algebra and gnashing of teeth we get:
Seethe

Kk
(A i )2} Boo

1 1
p(A]x) =———=ep ——
,/ 2710 4| 20 i

which is a Gaussian PDF with

2 2
N . -
lge = 012‘”36 T+ G_AZPC 10 Weighted Combination of a
o 04 priori and sample means
1 .
o4 = N “Parallel” Combination of a
—+t— priori and sample variances
(o2 O 4

$S0... the main point here so far is that by assuming:
« Gaussian noise
» Gaussian a priori PDF on the parameter
We get a Gaussian a posteriori PDF for Bayesian estimation!!
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Now recall that the Bayesian MM SE was the conditional
a posteriori mean. | ;- E{4|x)

Because we now have a Gaussian a posteriori PDF it Is easy to
find an expression for this:;

~ NGEI _ 0/21
A—E{A|x}—,uA|x—[ le}€+[ le iy
o

O 4
- 2 1
var{ 4} = var{4 |x} = o4}, = 1
_|_
o 631
After some algebra we get: —
Easily Computable Estimator:
o2 » Sample mean computed from data
R o — * 6 known from data model
A= AGZ X+ NGZ )y * n,and o, known from prior m%
031 +W 031 +—
Littleor Poor Data: o4 <<o?IN A~ pu,
=ax+(-a)uy, O<ax<l Much or Good Data: 2 >> 62/N  A~X
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Comments on this Example for Gaussian Noise and Gaussian Prior
1. Closed-Form Solution for Estimate!
2. Estimateis... Weighted sum of prior mean & data mean
3. Welghts balance between prior info quality and data quality
4, ASN Increases...
a. Estimate E{A|x} moves u,—>Xx
b. Accuracy var{ A[x} moves o2 - /N

t p(4lx)
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Bmse for this Example: Bmse(zzl) = af”x

To seethis: Bmse() {(A A)z}

= jj(A ~ Af p(x, A)ixda

[[ (4= ELA1%) Pplax)p(x)dx da

= IJ(A E{A |x} A‘X)dA]p x)dx

_var{ Ajx}= —02,

General Result: Bmse = posterior variance averaged over PDF of x

Inthis case o, Isnot afunction of x:

N

Bmse (A)z 6/21|xjp(x)dx = 0/21|x
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The big thing that this example shows:

Gaussian Data & Gaussian Prior gives Closed-Form MM SE Solution
Thiswill hold in general!
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