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 Abstract – We present a new distortion measure for 
compression in systems that share data in order to 
locate RF signal emitters and discuss its  optimal 
use.  These results are relevant in wireless location 
systems, electronic warfare systems, and sensor net-
works.  The optimal bit allocation with respect to 
this distortion measure is accomplished through use 
of a genetic algorithm with a penalty function.  We 
present the general principles on which the  distor-
tion measure is based and then derive its specific 
form for the problem at hand.  Then we describe a 
penalty function used with a genetic algorithm to 
optimize the bit allocation with respect to the new 
distortion measure.  Finally, presented simulation 
results demonstrate the effectiveness of the method: 
(i) a 60% improvement in compression ratio for the 
same level of TDOA accuracy and (ii) a 30% reduc-
tion in TDOA error at a compression ratio of 8.   

 
I. INTRODUCTION 

A common way to locate electromagnetic emitters 
is to measure the time-difference-of-arrival (TDOA) 
between pairs of signals received at geographically 
separated sensors [1]. The measurement of TDOA be-
tween these signals is done by coherently cross-
correlating the signal pairs [2] and requires that the 
signal samples of the two signals are available at a 
common site, which is generally accomplished by 
transferring the signal samples over a data link from 
one sensor to the other.  Often the available data link 
rate is insufficient to accomplish the transfer within the 
time requirement unless some form of lossy data com-
pression is employed in the emitter location system.  
Emitter location is a typical task in wireless systems, 
electronic warfare systems, and sensor network scenar-
ios.  

We begin by summarizing previous compression-
for-location results. For the case of white Gaussian 
signals and noises, bounds on the rate-distortion per-
formance for the TDOA problem were established and 
compared to the performance achievable using non-
adaptive scalar quantizers, where distortion is measured 
in terms of lost SNR due to the mean-square error 
(MSE) of lossy compression [3]. Adaptive scalar quan-
tizers developed specifically for RF signals were con-

sidered in [4]. Wavelet-based methods have been pro-
posed and demonstrated [5].  All these approaches use 
mean-square error (MSE) distortion measures and 
therefore measure the effect of the lossy compression 
on the SNR. 

More recently, we have developed a non-MSE dis-
tortion measure has been developed and have shown it 
improves compression in TDOA-based geolocation 
systems [6], [7].  The measure is based on the insight 
on TDOA estimation accuracy provided by the Cramer-
Rao bound and provides a mathematically-based trade-
off between the impact of the compression on the MSE 
as well as the impact of the compression on signal 
characteristics that determine accuracy (i.e., the signal’s 
Gabor bandwidth in the case of TDOA).  Although this 
distortion measure has been used to advantage [6], [7], 
no means for using it to optimally allocate bits in trans-
form-based compression has been previously available, 
although we have developed three sub-optimal algo-
rithms [8].   

Optimizing the non-MSE distortion measure is a 
bit-allocation problem that requires combinatorial op-
timization of an objective function that is very non-
linear. This makes conventional optimization methods 
incapable of coping well with this problem; however, 
the genetic algorithm is a very strong approach for this 
setting.  This paper applies the genetic algorithm to find 
the optimal bit allocation according to this new distor-
tion measure. 

II. NON-MSE DISTORTION MEASURE FOR TDOA 

In TDOA applications it is crucial that the com-
pression methods minimize the impact on the TDOA 
estimation performance rather than simply stressing 
minimization of MSE, as is common in many compres-
sion techniques.  The accuracy of the TDOA  estimates 
is governed by the Cramer-Rao bound (CRB) for 
TDOA given by 
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where Brms is the signal’s RMS (or Gabor) bandwidth in 
Hz given by 
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with being the Fourier transform of the signal, 
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where SNR1 and SNR2 are the SNRs of the two signals 
to be cross-correlated. 

If we wish to choose a distortion measure that re-
flects the TDOA accuracy we could choose to minimize 
the right-hand side of (1) for a given desired rate R.  It 
is clear that this is equivalent to maximizing 
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for a given desired rate R [7].  From (2) we see that 
allocating bits to transform coefficients using the dis-
tortion measure (3) tends to exclude those coefficients 
that have very little impact on the RMS bandwidth.   

It is convenient to have a more usable form for (3).  
Let SNR1 be the SNR of the signal to be compressed 
and let SNR2 be the SNR at the other sensor (i.e., for the 
signal that is not compressed).  We consider here only 
the case where  for which we have shown 
[7] that  

21 SNRSNR <<

 

WN

dffSf
SNR

o
TDOA

∫
=

22 )(
,                  (4) 

 
where No is the noise power spectral density level of the 
white noise and S( f ) is the Fourier transform of the 
signal. 

So the general goal of our compression method is 
the following, expressed as transform coding with a 
non-MSE distortion. Given some orthogonal signal 
decomposition (e.g., wavelet transform, DFT, etc.)  
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of the signal to be compressed, we wish to coded the 
coefficients cn to achieve a desired rate-distortion goal 
where distortion is measured using (4).  That is, we 
wish to selected a subset Ω~  of coefficient indices and 
an allocation of bits }~| Ω∈= iB {bi to the selected co-
efficients such that the signal given by  
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where  are the quantized versions of the se-
lected coefficients. Obviously, the goal of the selec-
tion/allocation is to maximize (4) while meeting the 
rate constraint given by  
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In general, jointly determining the optimal selec-

tion and allocation is quite difficult because of (i) the 
nonlinear, non-monotonic dependence of (4) on the 
coefficients, and (ii) the fact that removing a coefficient 
from Ω~ effects the numerator and denominator of (4).  
Previously, we have developed three suboptimal algo-
rithms [8]: (i) using a frequency-quadratic weighting on 
the coefficients before quantizing with a quantizer hav-
ing a dead zone – this increases the number of low fre-
quency coefficients that get quantized using zero bits 
(i.e. not selected); (ii)  using integer programming to 
first select coefficients and then using dynamic 
programming to allocate bits to the remaining 
coefficients; (iii) first allocating bits to achieve a speci-
fied MSE distortion (in excess of the rate constraint) 
and then using the knapsack algorithm to select the 
coefficients that maximize (4) while not exceeding the 
required rate constraint.   

Our goal in this paper is to use the genetic algo-
rithm to jointly optimize the selection/allocation.  We 
consider here the use of the DFT as the transform; it is 
chosen not because it is necessarily the best transform 
to use (it isn’t!), but because it is simple to apply and 
our focus here is on the optimization methods used.  In 
the absence of compression, for the N-point DFT S[k], k 
= –N/2, –N/2+1, … , N/2 – 1 having frequency bin size 
∆f, the measure in (4) becomes 
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Let the set of indices of the DFT coefficients be the set 
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. Let the selec-

tion set 
~

 be the subset of indices of the DFT 
coefficients that are kept during compression, let 

}~|{ Ω∈= ibB i  be the set of bit allocations for the 

selection set (i.e., the ith  DFT coefficient in Ω
~

 is allo-
cated bi bits for quantization), and let Pq(B) be the 
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quantization noise power due to this allocation.  Then 
(5) becomes 
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where Ω

~
 denotes the number of elements in the selec-

tion set Ω
~

.  Hence, the selection/allocation problem 
reduces to the maximization of (6) under the constraint 
of   

integer enonnegativ is ,
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III. NON-MSE ALLOCATION USING GENETIC AGORITHM 

The genetic algorithm has shown great promise for 
solving challenging optimization problems that are 
plagued by multimodal and nonlinear objective func-
tions [9].  That capability combined with relatively low 
complexity compared to other methods (e.g., dynamic 
programming) has lead to the GA’s increasing use in 
signal processing applications (for example, complexity 
is low enough that GA-based adaptive IIR filters are 
being proposed [9]) . In addition, the GA is well suited 
to constrained optimization problems [10].  These char-
acteristics make the GA particularly well suited to the 
selection/allocation problem described above in Section 
II. 

The basic idea of the GA is to start with a set of 
possible solutions and then create new possible solu-
tions through a process that mimics the genetics of hu-
man reproduction.  Because of this mimicking, possible 
solutions are called “chromosomes”. The GA consists 
of a cycle of three steps – selection, genetic operation, 
and replacement – that are repeated until some speci-
fied termination criteria is met.  There are also three 
sets of possible solutions on which these steps operate: 
the population, the mating pool, and the subpopulation.  
The GA starts with a randomly selected set of chromo-
somes.  The first step is to select a subset of chromo-
somes from the population to create the mating pool.  
Members in the mating pool (called parents) are mated 
in pairs by applying a genetic operation that creates the 
new offspring chromosomes that make up the subpopu-
lation.  These offspring are inserted back into the popu-
lation, replacing some of the original population 
chromosomes to create a new population. 

There are many ways to implement each of these 
steps [9],[10].  Many methods of selection exist but 
they all strive to mimic the “survival of the fittest” 
paradigm: chromosomes that yield higher values of the 
objective function (assuming maximization) are more 

likely to be selected to create offspring.  Crossover is 
one particular genetic operation that creates two new 
chromosomes from two parents by interchanging parts 
of the two mating chromosomes.  After crossover, mu-
tation then can be applied to each new chromosome by 
randomly flipping bits in the chromosome.  The newly 
created offspring chromosomes then replace poorer 
quality chromosomes in the population and the cycle 
continues.  The selection and replacement steps evalu-
ate the goodness of chromosomes based on the objec-
tive function; choosing a good form of the objective 
function is an important aspect of designing a GA for a 
given use [9], [10].   

When the optimization problem is a constrained 
problem there are various methods that can be used to 
enforce the constraints [10].  One method is to force the 
offspring chromosomes to satisfy the constraint – 
sometimes by simply modifying the offspring chromo-
some to meet the constraint.  A more common ap-
proach, though, is to apply a penalty function to the 
objective function.  The penalty function forces the 
objective function to have small values for chromo-
somes that do not satisfy the constraint.  There are 
many ways to construct and apply penalty functions 
[10].   

The penalty function method transforms a con-
straint optimization problem into an unconstrained op-
timization problem where infeasible solutions are pe-
nalized using penalty coefficients. The general con-
strained maximization problem has the following form: 
maximize the function f (x) with respected to solution 
vector x subject to K inequality constraints  
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and M equality constraints  
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The conventional method for penalty function se-
lection uses  
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where  has kG 0=kG  for  and 0)( ≥xkg 1=kG  for 

0)( <xkg , and r is a positive multiplier that controls the 
magnitude of the penalty terms, the speed of conver-
gence and the quality of the optimal value. Note that 
this uses an subtractive form of applying the penalty 
function – the penalty function subtracts off value when 
the constraint is not met.  There are several other pen-
alty function strategies for single criteria genetic algo-
rithm optimization available in the literature (see [10] 
for an overview). Typical ones are (i) Homaifar-Lai-Qi 
(HLQ) method, (ii) Yokota-Gen Ida-Taguchi (YGT) 
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method and (iii) Osyczka’s tournament selection 
method. For our bit allocation problem, we have only 
one constraint (the rate inequality constraint) and under 
this condition the HLQ method collapses into the con-
ventional penalty function method described above. 
Thus we consider in more detail the YGT method, 
which is stated as follows. 

 
Yokota-Gen Ida-Taguchi (YGT) Method: For the 

following nonlinear programming problem:  
 

)(max xf  
such that  
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take the multiplicative form of the penalty function: 

 
)()()( xxx pf=φ . 

 
The penalty term p(x) is constructed as follows: 
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where  is the value of  violation of the  
constraint. In this method the penalty function is de-
signed with the non-parameterized approach and is 
problem independent [10].  

)(xmb∆ thm

When we applied this method to our problem our 
simulation results showed that the infeasible points 
were penalized very little, which caused the final solu-
tion to lie in the infeasible region.  

 
Our Modified YGT Method:  To overcome this prob-
lem we modified the YGT method’s penalty function 
given in (7) by adding coefficients rm to make sure the 
constraint would be enforced.  Our modification re-
places the p(x) (7) by 
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 where  is the value of  violation of the m)(xmb∆ th con-
straint and rm is a variable penalty parameter for the mth 
constraint.   

In the context of the above discussion, our problem 
is stated as 
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where Ω
~

is the selection set for transform coefficients 
and }~| Ω∈iB {= bi is the allocation set.  The modified 
penalty strategy can be simplified because there is only 
one constraint: 
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Constraint Tournament Selection Method. In [10], the 
author states that this method is superior to the other 
penalty function strategies. We implemented this 
method to compare the result from our penalty method 
(see [10] for details).  Surprisingly, it did not perform 
well here. 
 

IV. SIMULATION RESULTS  

We tested the GA-based allocation methods using 
simulated linear FM (LFM) radar signals.  An LFM 
signal was generated and a delayed version was also 
created.  White Gaussian noise was added to each to 
yield desired SNR1 and SNR2 on the two signals.  To 
provide a reference case, these two noisy signals were 
cross-correlated without compression to estimate the 
TDOA value of delay between the two signals.  To test 
the GA-based selection/allocation methods, one of the 
two signals was compressed as follows: compute the 
DFT and then determine the selection/allocation pa-
rameters Ω

~,B  using one of the GA methods discussed 
above, then compress the signal by quantizing the se-
lected DFT coefficients according to the allocation B; 
form the decompressed version of the signal and cross-
correlate it with the non-compressed signal to estimate 
the TDOA.  As another reference result for comparison, 
we compressed one of the signals using an MSE-
optimized bit allocation for the DFT coefficients.   

The genetic algorithm was implemented using the 
follows parameters: 

! Chromosome String Length: 8 bits 
! Crossover Rate (Simple Crossover): 0.8 
! Mutation Rate (Binary Mutation): 0.005 
! Penalty Parameter:  

! r = 0.5 for conventional method 
! r = 2.5 for our method 

! Population Size: 100 
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! Number of Generations: 200 
   
We studied the ability of the various GA methods 

to maximize the objective function .  
For each GA method we ran ten simulations (same sig-
nal on each run, different noises on each run) and 
checked the achieved value of .  The 
results are shown in Figure 1, were it is seen that our 
modification of the YGT performs the best of the three 
penalty function methods considered.  
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Figure 1: Performance of penalty function methods 

 
Having established that our modified penalty func-

tion is preferred, we studied the TDOA accuracy per-
formance achieved through its use.  The signal to be 
compressed had its SNR varied over the 5 – 35 dB 
range while the signal not compressed had an SNR of 
40 dB.  At each SNR value we ran 200 Monte Carlo 
simulation runs where the lower SNR signal is com-
pressed (once using the DFT/GA method described 
above; once using MSE-based allocation) and was then 
cross-correlated with the other signal to estimate 
TDOA.  The RMS value of the TDOA error was com-
puted by averaging over the 200 Monte Carlo runs.  
This was repeated for two different rate constraints: 
compression ratio of CR = 5 and CR = 8.  The simula-
tion results are shown in Figure 2 for the CR = 5 case 
and in Figure 3 for the CR = 8 case.  In each case we see 
that the TDOA RMS error using the GA-optimized 
non-MSE distortion criteria is lower than using the 
more-standard MSE criteria for allocating bits to the 
DFT coefficients.  Note that at higher SNR values the 
MSE and non-MSE error approaches are equivalent – 
this is because the form of the non-MSE distortion 
measure given in (6) was developed for the case where 
SNR of the signal being compressed was much less 
than the SNR of the signal not being compressed 

(which was set to 40 dB for these results).  The results 
at low SNR values show:  

! The TDOA error at CR = 8 using the non-
MSE method is about the same as the error at 
CR = 5 using the MSE method – that is, a 60% 
improvement in CR using the non-MSE 
method.  

! For CR = 8, about a 30% reduction in TDOA 
error when using the non-MSE method vs. us-
ing the MSE method. 
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Figure 2: TDOA accuracy performance using 
proposed genetic allocation method when CR = 5. 
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Figure 3: TDOA accuracy performance using pro-
posed allocation method when CR = 8. 

V. SUMMARY  

We have considered the case of data compression 
for TDOA-based emitter location and have demon-
strated the importance of using the CRB-based non-
MSE distortion criteria.  In a transform coding envi-
ronment this criteria should be optimized by jointly 
selecting transform coefficients and allocating bits to 
the selected coefficients.  Previously only sub-optimal 
methods have been proposed to perform the selec-
tion/allocation; these  sub-optimal methods do not 
jointly perform the selection and allocation.  Here for 
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the first time we have proposed a method for the joint 
selection/allocation problem – a GA-based method.  
We have specified a penalty function approach to solve 
this constrained optimization and have demonstrated 
that it outperforms other existing penalty function ap-
proaches. 

The TDOA-based location problem is important in 
electronic warfare systems to allow location and target-
ing of hostile emitters.  It is also applicable in wireless 
systems to locate emergency calls from wireless 
phones.  Another application lies in locating targets in a 
sensor network application – acoustic sources could be 
located using similar processing.  Furthermore, similar 
ideas could be used  for other estimates required in a 
sensor network: derive the CRB for the estimate and 
use it as a distortion measure that then gets optimized 
via use of a GA-based allocation scheme.  We are cur-
rently investigating such extensions. 
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