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 Abstract –First, we demonstrate that not only does 
data compression help reduce the communication 
latency in a sensor network (as one would expect) 
but that it can also be used to gain energy efficiency 
since data compression reduces the energy spent 
transmitting data – which is one of the most energy-
hungry tasks in a sensor network.  Through simula-
tions we show that data compression can bring more 
energy efficiency to a network than does recently 
proposed combinations of routing and data aggrega-
tion.  Second, we propose a new viewpoint for data 
compression in sensor networks that measures dis-
tortion based on the compression scheme’s impact 
on statistical inference tasks (e.g., detection, estima-
tion, recognition, etc.) and makes trades in a Rate-
Energy-Accuracy design space.  The usefulness of 
this idea is demonstrated through a particular sen-
sor network application: object location in sensor-
gathered images. 

 
I. INTRODUCTION 

Advances in sensor technology have focused inter-
est towards using networks of sensors to collect useful 
information from an environment [1].  Tasks given to 
sensor nodes include collecting signal data, sharing the 
data between themselves, making inferences (estima-
tions and decisions) from the data, and communicating 
the collected data and/or the inference results to one or 
more information sinks.  In general, sensor networks 
must be designed to satisfy constraints on metrics as-
sessing energy efficiency, communication latency, and 
accuracy of the conveyed information and there is a 
fundamental tradeoff over these metrics [2]; there are 
also constraints on fault tolerance and scalability [2] but 
we don’t address those here.   

There can be many different scenarios for sensor 
networks; in this paper we focus on the so-called 
“reach-back” issue: communicating the data collected 
within the network back to a single information sink 
(e.g., base station, central command, etc.) with minimal 
latency and energy use.  Energy efficiency in reach-
back has been previously addressed by many research-
ers including [3], where energy efficiency was meas-

ured in terms of network lifespan.  A related study has 
been carried out in [4] to show the need for compres-
sion to address the latency issue.  The usefulness of 
data compression for energy efficiency is less clear.  
Thus, our first contribution here is to show that data 
compression has potential for helping to  achieve en-
ergy efficiency in sensor networks and is the tool 
through which the energy-latency-accuracy tradeoff is 
made.  A second contribution here is to present a new 
viewpoint for data compression in sensor networks 
performing statistical inference tasks.   

Transmission of data is one of the most energy-
expensive tasks a node undertakes – using data com-
pression to reduce the number of bits sent reduces en-
ergy expended for transmission.  However, compres-
sion requires computation, which also expends energy.  
Fortunately, trading computation for transmission can 
save energy since a recent paper [1] asserts that typi-
cally on the order of 3000 instructions can be executed 
for the energy cost required to transmit one bit over a 
distance of 100 m by radio.   

Before discussing our results, we put our study into 
perspective with recent related results in [3] and [4].  
The results in [3] address energy efficiency for reach-
back through use of a combination of routing and data 
fusion/aggregation (called “LEACH”).  By using data 
fusion/aggregation to combine two or more collected 
data sets that become co-located during transmission of 
the data through the network towards the sink, LEACH 
significantly reduces the overall data needed to be 
transferred and increases network lifespan.  However, it 
is not clear in these papers how data fusion/aggregation 
can be relied on in general in a sensor network.  In par-
ticular, in [3] the data from sensors grouped into clus-
ters get fused through processing, where a stated as-
sumption is that this fusion specifically implements 
beamforming; therefore, data aggregation is valid in 
this application setting.  However, it is not clear that 
fusion/aggregation is possible in a general sensor net-
work setting.  Thus, the studies in [3] spurred our inter-
est in developing a general framework using data com-
pression rather than fusion/aggregation that would give 
similar gains in energy efficiency.   
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The results in [4] don’t consider reach-back but 
rather the task of conveying the network’s total col-
lected information to each and every sensor node.  The 
results in [4] establish fundamental information theo-
retic limits on the rate of information transferal through 
the network and show that data compression is needed 
to transfer the data without latency under a channel rate 
constraint.  But for us, the key idea established in [4] is 
the effectiveness of combining classical source codes 
with routing algorithms and that this is competitive 
with distributed compression methods such as in [5], 
which remove common information between two nodes 
without sharing any data between them.   

Thus, our study was initially motivated by the lack 
of general methods in [3] for removing common infor-
mation between nodes and our interest was later bol-
stered by the information theoretic promise put forth in 
[4] for the effectiveness of classical, non-distributed 
compression combined with routing. Our goals in this 
paper are: (i) to show the energy-saving potential of 
data compression and (ii) propose a new viewpoint for 
data compression in sensor networks that measures 
distortion based on the compression scheme’s impact 
on statistical inference tasks. 
 

II. COMPRESSION AND ENERGY EFFICIENCY  

For ease of comparing results, we use the same ra-
dio model used in [3] the radio dissipates 50 nJ/bit in 
the transmitter circuitry, 50 nJ/bit in the receiver cir-
cuitry, and 100 pJ/bit/m2 for the transmitter amplifier.  
Because we aren’t using a specific compression algo-
rithm in this part of our study it is hard to specify how 
much energy is spent compressing the data, so we use 
the same energy cost that is used for data fu-
sion/aggregation via beamforming in LEACH, namely 
5 nJ/bit/message.  To compare our methods with 
LEACH we ran tests using the following scenario: 100 
sensors, randomly placed uniformly inside a 50m × 50 
m square of real estate.   

LEACH randomly selects 5% of its nodes as clus-
ter heads; data from all the nodes in a cluster are beam-
formed together (data aggregation).  This gives 
LEACH an inherent “compression ratio” of 20:1 since 
at each cluster head, 20 signals get beamformed into 
one.  One of the key published conclusions for LEACH 
is that sending directly to the sink is inferior to 
LEACH; however, this really is an unfair comparison 
since the direct transmission method did not use any 
form of compression in [3].   Therefore we performed a 
simple simulation to show that using general compres-
sion without any routing provides better network life-
time – thus, it is LEACH’s beamforming-achieved 
compression, not the routing protocol, that achieves the 
energy efficiency.  Granted, the routing does have the 
advantage that it uniformly spreads sensor deaths over 
the network. 

 
A.  Direct Transmission With Non-Distributed 
Compression 
 

We simulated LEACH as well as direct transmis-
sion with compression, with the later using a compres-
sion of 6:1 and 10:1.  As in [3], each “round” of net-
work transmission consisted of each node receiving 
2000 bits of data and the network transferring the data 
to the sink.  In LEACH, cluster heads are randomly 
selected on each round and the remaining nodes are 
assigned to clusters.  Each cluster head receives 2000 
bits from each of its cluster nodes and beamforms them 
into a single 2000 bit signal, which is then transmitted 
from the cluster head to the sink. Alternatively, direct-
with-compression compresses the 2000 bits received at 
each node and then transmits the resulting bits to the 
source.  The lifetime of the network is assessed by not-
ing the number of nodes still alive at each round, where 
a live node is taken to be a node that has energy re-
maining.  As mentioned above, comparable amounts of 
computational energy are assumed to be spent for 
beamforming and compression. 

Our study shows that if a compression ratio of 6:1 
is achievable at each sensor prior to sending the data 
directly to the sink, then the time it takes for 50% of the 
nodes to die is comparable to LEACH, as seen in 
Figure 1.  Obviously, higher compression ratios further 
improve the direct w/compression curve, as is shown in 
Figure 1 for the case of 10:1, where the direct-with-
compression now clearly outperforms LEACH.   

This result is important because previous results 
[3] indicated that direct transmission was to be avoided 
and that special routing schemes were the answer to the 
energy efficiency problem.  In our results we see that it 
is not the routing in LEACH that makes the difference, 
it is the beamforming-achieved compression.  In under-
standing our result it is important to keep in mind that 
the direct method has no energy cost for reception since 
sensor nodes don’t receive any transmissions; that 
compensates for the excess compression ratio that 
LEACH is assumed to have here (20:1 vs. 6:1 or 10:1).  
However, it should also be mentioned that [3] points 
out that a problem with the direct method is that the 
death of nodes begins with the nodes farthest from the 
sink and sweeps through the network towards the sink 
– this is generally undesirable and one nice feature of 
LEACH is that node deaths are uniformly distributed.  
Clearly direct-with-compression  isn’t directly applica-
ble but it does point out the importance of data com-
pression. 

 
B.  Direct Transmission With Compression Exploiting 
Spatial Redundancy 
 

The direct-transmission method discussed above 
does not exploit any redundancy between signals re-
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ceived at closely located sensor nodes.  As a simple 
demonstration of  the effectiveness of exploiting spatial 
redundancy we ran simulations to characterize the ef-
fect of exploiting this spatial redundancy.  The results 
are shown in Figure 2 where we have simulated the 
effect of signals within a radius of 10m of a randomly 
selected set of primary nodes (making up 10% of the 
total number of nodes) as having virtually the same 
information content.  This is more like LEACH but 
with beamforming-based aggregation replaced by gen-
eral data compression. The spatially similar data is 
compressed and then the remaining data sets are com-
pressed using non-spatial methods having a compres-
sion ratio of 6:1, after which all compressed data is sent 
to the information sink using direct transmission.  The 
results in Figure 2 show the potential of exploiting this 
spatial redundancy through routing and local compres-
sion (rather than distributed compression).  By ran-
domly rotating which sensors are used as the central-
compression sites the “sweep-of-death” for direct 
transmission is eliminated as it is in LEACH.  The rea-
son that this scheme far outperforms LEACH even 
though its CR is only 6:1 compared to LEACH’s 20:1 
is that we have also reaped the benefit of compression 
as each sensor sends its data to the cluster head. 

It is important to realize that we are not proposing 
that either of these two direct-transmission approaches 
should be considered as viable real-world methods; 
rather we are simply using them to illustrate that data 
compression plays an important role not only in con-
trolling latency in sensor networks (as in [4]) but plays 
an important role in addressing network energy effi-
ciency. 
 
C.  Rate-Energy-Accuracy function for Sensor Network 
Compression 
 

Classical data compression theory relies on trade-
offs between rate (R) and distortion (D) in terms of a R-
D function.  Rate is usually measured in terms of 
bits/sample and distortion is often measured as a mean-
square error between the original and reconstructed 
signal.  In the classical view, rate impacts latency and 
distortion impacts the accuracy of the signal reconstruc-
tion.   

As we explored above, in sensor networks the rate 
can also impact energy efficiency.  Thus, for sensor 
networks we propose the use of a 3-D extended version 
of the R-D function: the Rate-Energy-Accuracy (R-E-
A) function. The Energy axis assesses the amount of 
energy needed to move the collected data to the desired 
destination.  Clearly, decreasing the rate decreases the 
amount of transmission energy spent but a decreased 
rate comes at the expense of computational energy.  A 
simple characterization of this is 

 
)()()( RERERE TC +=∆ ,                     (1) 

 
where )(RE∆  is the change in energy due to compres-
sion to a rate of R, EC(R) is the computational energy 
used to compress to R, and ET(R) is the energy needed 
to transmit at the rate R.  As R decreases, EC(R) in-
creases (more compression requires more computation) 
and ET(R) decreases (more compression requires less 
transmission).  Clearly, these measures depend on the 
computational efficiency of the compression algorithm, 
the energy efficiency of the computational architecture, 
and the energy efficiency of the transmission hardware. 
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Figure 1: Non-distributed compression improves net-
work lifespan when using direct transmission. 
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Figure 2: Results showing improvement using com-
pression with a simple routing scheme. 

 
Accuracy is related to distortion but is intended to 

better capture the effect of the compression error on the 
final use of the data – namely, the making of statistical 
inferences.  Thus, if the inference task is estimation, 
then the accuracy measure should capture the impact of 
the compression on the estimation accuracy (see [6] for 
an example). 

Thus we can specify a desired operating point in 
R-E-A space and develop compression algorithms (as 
well as low-power computing & transmitting architec-
tures) that achieve it.  In classical R-D function theory, 
there are two main dual R-D goals: (i) minimize distor-



                                                                   2003 Conference on Information Sciences and Systems, The Johns Hopkins University, March 12–14, 2003 
 

tion while obeying a rate constraint, and (ii) minimize 
rate while obeying a distortion constraint.  In the R-E-A 
viewpoint the goal of sensor network compression can 
be specified in many ways; for example: (i) minimize 
energy subject to constraints on rate and accuracy, (ii) 
maximize accuracy subject to constraints on energy and 
rate, (iii) jointly minimize energy and rate subject to a 
constraint on accuracy, etc. 

 

III. COMPRESSION FOR STATISTICAL INFERENCE 

The results outlined above show the importance of 
using data compression in sensor networks.  Here we 
propose a new distortion measure for compression in 
sensor networks that is useful in the R-E-A view.  Since 
the use of the data collected by sensor networks is ulti-
mately intended to be used for making statistical infer-
ence, the distortion of the compression should be meas-
ured in terms of its impact on the performance of the 
inference algorithm.  For example, if we wish to esti-
mate parameters, we assert that a useful distortion 
measure should be based on the Cramer-Rao bound for 
the estimation problem.  In this case one would perform 
a R-E-A optimization with respect to its effect on the 
Cramer-Rao bound.   

An important sensor network task is image recog-
nition in a distributed security surveillance system.  In 
particular, we consider here the task of locating a tem-
plate image of an object within a larger image contain-
ing the template object.  Such a scenario may occur as 
follows: sensors in the network transmit collected im-
ages to a central location for comparison to a database 
of object images.  The collected images are then cross-
correlated with each object image to find the object’s 
location in the image.  In time-critical, low-bandwidth 
sensor networks data compression is needed to effi-
ciently (time and energy) transmit the collected images 
to the central processor.   

An important aspect of this kind of application is 
that locating the object in the collected image does not 
require visual-quality reconstruction but rather the 
preservation of information that is crucial to the infer-
ence task. Standard image compression algorithms 
(e.g., JPEG) are based on the fact that human vision is 
typically less sensitive to high frequency patterns than 
to low frequency variations. Therefore, the high-
frequency components are usually considered unimpor-
tant in visual applications and are omitted in the image 
compression algorithm. But from the theoretical deduc-
tion below, we can see that, in this application, the 
components of high frequencies are more important 
than those of low frequencies. 

To illustrate the idea here, we assume that there are 
only translations (along the x-axis, along the y-axis, or 
both) among the images and the database objects. Then 
the signal model can be formulated as  
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where translations x and y  are to be estimated.  The 
Cramer-Rao bounds for translation x and y  are 
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If ),( vuS is the 2-D DFT of ),( mns , and u and 
v are the frequencies along the x-axis and y-axis, these 
become 
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From (4) and (5) we see that the accuracy of estimating 
translation parameters x and y  are governed by  
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Large 22 , yx FF  reduce the Cramer-Rao bounds on 

var(x) and var(y), which result in more accurate results.  
Thus we desire to ensure that during compression the 
quantities in (6) and (7) remain as large as possible.  
Because of the quadratic frequency weighting term in 
(6) and (7) the high frequency components are espe-
cially important, but these are exactly the terms that a 
standard image compression algorithm (like JPEG) 
tends to truncate.   

The JPEG standard consists of the following main 
steps: (1) pixel range shifting; (2) DCT on 8×8 pixel 
blocks; (3) DCT Quantization;  (4) DCT “zig-zag” or-
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dering; (5) run-length coding; and (6) entropy coding. 
Our goal here is to devise a modified JPEG algorithm 
based on the above ideas. Our algorithm is based on 
revising step (2) and (3) in JPEG. 

The 2-D DCT transform of an 8×8 pixel sub-block 
creates an 8×8 block of DCT values where the lower 
frequency coefficients are located in the upper left of 
each block, whereas high frequency coefficients are in 
the lower right.  Many image blocks have significant 
coefficients only at low frequencies and thus in the 
upper left of each block.  JPEG is based on the fact that 
the human visual system is typically less sensitive to 
high frequency oscillatory patterns than to low fre-
quency variations.  To minimize the visual degradation 
of the coded images, JPEG performs a quantization 
with intervals that are proportional to weights specified 
in the following matrix used in the JPEG standard. 
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Each weight jiw , in matrix 88×W is used to quantize the 

corresponding block cosine coefficient. The weights of 
the lowest frequencies, corresponding to the upper left 
of 88×W , are roughly 10 times smaller than the highest 
frequencies, corresponding to the bottom right. 
      From our above analysis we know that maximizing 

22 , yx FF  can achieve more accuracy in pattern loca-

tion; if we consider the accuracies of parameters x and 
y equally important, we can add 22 , yx FF  to form 

2F  as follows: 
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From (8), it is seen that components of high frequencies 
are more important than those of low frequencies. So 
more weight should be given to the important compo-
nents of high frequencies instead of those of low fre-
quencies. 

 Because the DCT is closely related to the Discrete 
Fourier Transform (DFT), we can roughly approximate 
(8) with  
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for the 8×8 blocks, where gi,j are the DCT coefficients.  
Our new algorithm is based on equation (9), in which 

high frequency DCT coefficients that are important are 
weighted with refined quantization, whereas low fre-
quency DCT coefficients are deleted or quantized 
coarsely.  To be compatible with the existing standard 
(JPEG), our proposed method is JPEG decoder stan-
dard compatible.  

The quantization matrix, 88×W
t

, which performs fine 
quantization for high frequency DCT coefficients and 
coarse quantization for low frequency DCT coeffi-
cients, can be made just by rotating the quantization 
matrix 88×W  0180  as follows: 
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The algorithm is: 
1. Weight: Multiply each DCT coefficients 

with )( ji + . 
2. Quantize: Use the 180 rotated quantization ma-

trix to quantized the weighted coefficients. 
For each block, only 64 more multiplications are 

performed than that of standard JPEG coder. But be-
cause the magnitudes of high frequency components 
are less than those of low frequency components, a 
higher compression ratio than JPEG can still be 
achieved if the noise on the image is not too large.    

Our results show that compression based on our 
proposed distortion measure outperforms JPEG (for 
example) in the sense that it improves the cross-
correlation function between the compressed image and 
the stored object image.  The example given here uses 
an image given in [7] where the collected image is the 
full reconstructed image in Fig. 6 of [7] and the stored 
object is the small truck near the middle of the collected 
image.   

In particular, our results in Figure 3 show that the 
correlation function when using standard JPEG incor-
rectly gives a higher correlation to the large truck in the 
image (causing a serious recognition/location error) 
whereas when using the proposed inference-based dis-
tortion measure the largest correlation peak correctly 
recognizes/locates the small vehicle – as is shown in 
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Figure 4, where not only is the correct peak properly 
recognized but the peak is shaper leading to more accu-
rate location.  
 

 
Figure 3: Cross-Correlation when using JPEG 
compression. 

 

 
Figure 4: Cross-Correlation when using the proposed 
distortion measure with JPEG. 

 
IV. SUMMARY 

 
The main ideas put forward in this paper can be 

summarized as follows: (i) data compression is an use-

ful general tool for achieving the needed trade-offs 
between Rate, Energy, and Accuracy in sensor net-
works – and provides the benefits of data aggregation 
in a wider range of scenarios; (ii) the classical approach 
of using a MSE-based distortion measure should be 
replaced by inference-accuracy-based distortion meas-
ures; and (iii) the standard R-D function used in classi-
cal compression should be replaced by the R-E-A func-
tion to drive the development of sensor network data 
compression schemes that can provide operation at de-
sired R-E-A operating points. 
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